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Abstract

The digitisation of the traditional brick-and-mortar applications has increased our de-

pendence on computing systems. It has also led to an increased usage of such systems,

to store and transact, sensitive personal and financial information. The failure to se-

cure such information adequately has resulted in identity theft, credit fraud and related

crimes. The lack of protection offered by software-only solutions has led to the devel-

opment of new security mechanisms, designed using an intermediate hardware device.

Such hardware-based security solutions are playing a vital role in many applications

that aim to provide security and privacy; this makes it important to study, and solve

security issues that arise during the design and implementation of such security solu-

tions. This PhD thesis presents the results of our analysis and design of cryptographic

protocols used to construct hardware-based secure systems.

In this thesis, we first analyse the security of the passive hardware devices. Standard

cryptographic primitives though provide strong security; they are demanding with

respect to, power consumption, memory size and circuitry design, thus making them

unsuitable for the design of security solutions for passive devices. To illustrate, we

consider an application of passive devices in the supply chain and product identification,

and provide a security analysis of the EPC Gen2 standard. To resolve the weaknesses

identified, we propose an EPC Gen2 compliant authentication protocol that provides

locational privacy.

We then examine the use of hardware devices in identity documents, where the
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device capabilities are comparable to those of the semi-passive devices. Here, we con-

sider two recent proposals for electronic passports that rely on hardware-based security.

We provide a security analysis of the ICAO first-generation ePassport standard and

the EU’s proposal for a second generation of ePassports. Resolving the weaknesses

identified, we outline our proposal for an online secure ePassport protocol.

Lastly, we analyse the identification and authentication mechanisms in active de-

vices. We propose a new pseudonym system based on the security of preserving a high

value secret that solves the security and privacy issues arising from deploying active

hardware modules. We further discuss the integration of our proposal based on active

hardware devices in an application level security protocol.



Acknowledgements

I would like to express my sincere gratitude to Prof. Josef Pieprzyk for his guidance,

support and encouragement, personal and academic, and for numerous conversations

that has profoundly influenced my thinking about the subject of this thesis. Equally

important was the support and encouragement provided by A/Prof. Huaxiong Wang.

Without their insight, knowledge and invaluable suggestions this thesis would have

been incomplete.

I would also like to thank my friends and colleagues at the Department of Comput-

ing for their suggestion and constructive criticism. I am especially grateful to Venkat

Balakrishnan, for his friendship and conversations that has shaped my research in more

ways than I am consciously aware of; Joo Yeon Cho, who was always helpful, friendly

and a source of inspiration in my research work. I am also grateful to Aarthi Nagara-

jan, Sarath Indrakanthi, Udaya Tupakula, and my colleagues at ACAC, Christophe

Tartary, Qingsong Ye and Gaurav Gupta for their friendship and stimulating discus-

sions. Sincere thanks also to all my previous supervisors and teachers, in particular

to Kapalee Vishwanathan, Colin Boyd and Ed Dawson. Their advise and guidance,

during my study at Queensland Univeristy of Technology, has been a motivating factor

for my interest in cryptography and security in general.

A special acknowledgement is necessary for the technical and administrative staff

at the Department of Computing for their continuous effort to facilitate my research

activities, and I am especially grateful to Adam Shah and Dilshan Jayarathana for

their efficiency and commitment towards supporting my computing needs.

Lastly, but most importantly, I wish to thank my wife and my parents; my gratitude

to them is beyond words.

vii



viii Acknowledgements



Contents

Abstract v

Acknowledgements vii

List of Figures xv

List of Publications xvii

1 Introduction 1

1.1 Identification and authentication . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Identity Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Hardware-based security . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Hardware based authentication . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Application of Hardware Security Modules . . . . . . . . . . . . 5

1.3 Thesis Scope and Outline . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.1 Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Background 13

2.1 Classification of Hardware Devices . . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Based on Communication Mechanism . . . . . . . . . . . . . . . 14

2.1.2 Based on Power Source . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Standards for Hardware Identification . . . . . . . . . . . . . . . . . . . 15

2.2.1 Standardisation Bodies ISO and IEC . . . . . . . . . . . . . . . 15

ix



x Contents

2.2.2 Application Specific ISO standards . . . . . . . . . . . . . . . . 17

2.2.3 Federal Information Processing Standards . . . . . . . . . . . . 18

2.2.4 EPCglobal RFID standard . . . . . . . . . . . . . . . . . . . . . 19

2.2.5 International Civil Aviation Organization . . . . . . . . . . . . . 19
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1
Introduction

Since the innovation of integrated circuits, advances in semiconductor technologies have

continued to grow at an incredible pace. Computing devices have become smaller and

faster, capable of performing complex computing and communicational tasks. These

advances have enabled manufactures to embed these micro-chips into products that

range from cars, microwave ovens, books, packaging materials, medical supplies, to

other physical objects that traditionally have not relied on electronics. This blend be-

tween physical objects and electronic hardware has had a significant impact on an array

of applications, such as supply chain inventory control [179], border control [96, 110],

road tolls [186], livestock and asset tracking [192], currency tracking [111], pharmaceu-

tical product and patient identification [107].

However, together with these advantages, many security concerns have arisen, pri-

marily relating to identification and authentication. The increased deployment of such

1



2 Introduction

hardware-assisted products in sensitive areas, such as health care, treasury and border

control has also heightened the need to develop secure protocols that protect these

microchips and the associated information stored within them. The goal of this thesis

is to evaluate the cryptographic protocols employing hardware-based technologies to

construct secure systems, in particular, identification and authentication of the physical

objects with the embedded hardware.

1.1 Identification and authentication

Identification is a necessary first step occurring prior to authentication. Informally,

we can define identification as, the act of claiming an identity, where an identity is a

set of attributes that distinctly determines the entity, and authentication as the act of

verifying that identity.

1.1.1 Identity Problem

In a traditional society, an entity’s identity is based on physical attributes, habeas

corpus, and attributes based on perceptual observations, empiricism. During authen-

tication, a claim was made about the identity by presenting the entity, together with

the attributes that could uniquely establish the identity as evidence to a verifier. The

attributes presented (either individually or collectively) formed a unique relationship

with the person presenting the claim. If a verifier were satisfied with the evidence

presented, the verifier would then authenticate the entity.

In contemporary society, identification relies on computing systems that typically

communicate remotely through an electronic medium. Such electronic transactions are

corpus-free; the only thing a verifier may see is the claim itself. Because the traditional

connection between the physical body and the attributes presented is no longer present,

the possibility of an identity claim being misrepresented is high.

Since the development of computing systems there has been a great emphasis on

developing software solutions, and this is true even with an identification system. There

have been numerous proposals that provide various identification and authentication
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techniques (to highlight a few, [43, 45, 58, 76, 146, 169]). Security solutions based

on software implementations are prone to a variety of attacks. A primary concern

with software-based solutions is that they are prone to code tampering, leading to the

exposure of the confidential data. The storage of data can be protected by encryption,

but no software based secure solution exists that can protect the encryption key itself,

because the key is required to be stored in plain text in a computer’s memory during

the encryption and decryption of the data.

The rapid increase in the use of computing devices to store and transact, using

sensitive personal and financial information together with the failure to secure this

information has resulted in identity theft and related crimes. Protection by using

encryption and passwords is a good first step, but the encryption keys and the software

used to access the information must also be protected.

1.1.2 Hardware-based security

The above-mentioned problems have led to the development of new security mecha-

nisms that are designed by using an intermediate hardware device, commonly known

as hardware-based security. Such hardware devices1 have the ability to tie a system or

an object together with its users to the physical world. Hardware-based security incor-

porates a wide range of topics that includes random number generators, cryptographic

co-processors, smart cards, identity tokens, location awareness, biometric devices and

trusted computing systems.

A key underlying feature (and a requirement) in a hardware security module is

that it can be physically secured against tampering. Cryptographic tools provide data

security and enable secure communications; using tamper-resistant hardware further

enhances the security by providing protection for the cryptographic keys used. When

combined with carefully developed software, hardware-based security solutions can

also offer significantly stronger overall system security, because hardware devices pro-

vide a trusted and non-observable execution environment to process confidential data.

Hardware-based security also makes security transparent to an end-user and improves

1Also referred to as Hardware Security Modules (HSM)
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the performance of the security solution. Furthermore, the increased dependence on

electronic networks for communicating sensitive information has also heightened the

need to develop systems that protects the user’s information through a tamper-evident

and tamper-resistant hardware.

1.2 Hardware based authentication

Typically, authentication involves one or more factors, which help to determine whether

an entity is in fact who he/she claims to be. These factors are:

1. Knowledge: Something the user knows, e.g. passwords.

2. Biometrics: Something the user is, e.g. fingerprints, DNA.

3. Possession: Something the user has, e.g. hardware tokens.

Something the user knows, is the most common method for user authentication in a

computer-security system. Most systems employ a simple PIN (Personal Identification

Number) or password as a data authenticator. Because password-based authenticators

typically tends to be software-based, they are prone to various attacks and vulnerabil-

ities [86, 115, 123], from both human and software.

Biometric data authenticators belong to the second category, something the user

is. Most common biometric data authenticators are facial recognition, fingerprints and

iris scans. The biometric data is captured using a terminal and processed against an

existing template for verification. A major advantage of biometric data authenticator

is that the data is static, unique and protects against credential transfers. The unique

nature of the biometric data is also its primary disadvantage, because compromised

biometric data cannot be replaced.

Hardware-based security belongs to the third category, something the user has. In

this category, the user controls a hardware device that can be used to demonstrate

their identity. In subsequent chapters, we highlight many variants of such devices that

employ various security mechanisms to provide authentication. An advantage of such
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devices is that they can provide stronger security by employing cryptographic tools,

because of their superior processing and storage capabilities.

The main concern with hardware-based and knowledge-based authenticators is that

they are prone to credential transfers. Because these authenticators are not linked to

any specific entity, they can be easily transferred between different entities. Biometric

authenticators are not prone to this weakness, because it is not easy for a user to

transfer his physical attributes. Each factor on its own is relatively weak and prone to

various attacks, but the combination of more than one factor yields a much stronger

authentication mechanism. In a multi-factor authentication system, individual factors

can compensate for the disadvantages present in each, such as the transferability of

possession and the non-replicability of biometric data. Consequently most hardware

systems typically employ authenticators from multiple factors.

1.2.1 Application of Hardware Security Modules

Using specialised hardware to provide security features has been available since the

1970’s [23, 56, 84]. However, because of the limitations on the storage and processing

capabilities, these hardware devices were restricted only to a few specific applications

[191, 193, 197]. New refinements in both electronics and cryptography have led to a

new generation of hardware-based security applications, in particular towards deploying

multi-factor authentication systems. Here, we highlight three classes of applications

employing hardware-based security specifically employed towards the identification and

authentication of entities.

Inventory and Supply Chain Management

Effective inventory management depends upon identifying, consolidating, integrating,

and analysing data collected from multiple sources. Conventional identification and

tracking systems required manual intervention that was labour-intensive, time con-

suming, and error-prone. The introduction of barcodes helped to speedup the process.
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However, barcodes are very limited, because the reading of barcodes requires line-of-

sight, they cannot be read over non-conducting material such as cardboard, and they

can be read only at short distances. The introduction of Radio Frequency Identification

(RFID) tags not only solved many issues that barcodes have, but also provided extra

functionalities. The microchips within the RFID tags have the ability to store a large

amount of information about the products they are embedded in and therefore capable

of uniquely identifying individual items even within the same brand of products. Be-

cause of the RF communication channels, RFID readers also have the ability to read

product information at considerably faster rate than barcode readers.

These advantages have seen RFID technology applied in various commercial sectors,

for example, at various stages of a supply chain and for inventory management [108, 127,

172], animal tracking [89], tracking pharmaceutical products [151], tracking passenger

baggage in the airline industry [52], inventory and tracking library books [171], and

including currency tracking and identification [111, 202].

The main hindrance to the widespread adoption of these low-cost RFID tags has

been security and, in particular, privacy. Because of their low-cost, their microchip cir-

cuitry is resource-limited, typically capable of storing only a few hundred bits of data.

They approximately have between 5000 and 10000 logic gates for overall computational

purposes, of which only around 500 to 4000 gates are available for security related com-

putations. Therefore, the traditional cryptographic mechanisms are no longer suitable;

for example, a standard implementation of the Advanced Encryption Standard (AES)

requires between 20K and 30K gates, far beyond what is available. Also, because of the

tag’s passive nature, there are even power and communicational restrictions. To solve

these problems, there is a need for a new approach using light-weight cryptographic

tools that can guarantee a high-level of security guarantees.

Electronic Identity Cards and Passports

The need to monitor and strengthen both internal and border security have prompted

many countries to adopt microchip-enabled ID cards and passports. Currently, over 45

countries have adopted biometric-enabled passports and over 15 countries have adopted
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an electronic national identity card. Though the main motivating factor was to enhance

national security, identify potential criminals, mainly terrorists and protect against

illegal immigration, this technology has also enabled in enhancing other applications,

such as library cards, health care cards, driver’s licenses and governmental benefit

programs.

Though there exists separate standards (cf. Section 2.2) that differ in their imple-

mentation, the underlying communicational and security mechanisms are similar. Both

electronic ID cards and electronic passports employ a microchip that can communicate

with a terminal using radio frequency (RF), and employ cryptographic modules such as

digital signatures, encryption and PKI (Public Key Infrastructure). For example, both

electronic ID cards and electronic passports employ ISO/IEC 11770-2 Key Establish-

ment Mechanism 6, ISO/IEC 9797-1 MAC algorithm 3 and a contact-less microchip

that conforms with ISO/IEC 14443.

Trusted Computing Platform

The Trusted Platform Module (TPM) [187, 188] is a secure cryptographic chip that

provides hardware-based security functionalities, such as, terminal identification, user

authentication, data protection and cryptographic key storage. A key advantage of

the TPM is that it can be combined with widely-used enterprise hardware such as

computer terminals, network policy enforcement points (such as, firewalls, switches

and routers), mobile devices, and can natively support PKI. The TPMs complement

biometric readers, because they can store securely the biometric templates and as-

sociated keys. Because the TPMs are an active device integrated within a device’s

circuit board, they are capable of performing complex cryptographic functions at a

high communicational data rate.

The deployment of the TPM raises some valid privacy concerns. Each TPM has

a unique key-pair, called the endorsement key that identifies the device and the plat-

form. Authentication based directly on the TPM’s key will compromise the privacy

of the module, because all transactions performed by the same TPM can be linked.

Furthermore, it also compromises the privacy of the user associated with the module.
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Such concerns have also led to parliamentary inquiries [95] to ascertain whether the

TPM technology can have a negative impact on user privacy and whether it creates

customer lock-in.

In spite of these concerns, the TPM’s technical advantages have helped in deploy-

ing them on a very large scale. Currently, there are about 130 organisations that

are either promoters, contributors or adopters of the trusted computing group (TCG)

specifications [3].

1.3 Thesis Scope and Outline

Hardware-based security is continuously emerging and being deployed in many new

applications. Apart from the applications mentioned in the previous section, hardware-

based identification and authentication can also be found in payments systems, voting

systems, mobile phones, digital broadcasting, multimedia devices, such as, DVD play-

ers, virtualisation systems, transit and travel cards, and many others.

Though the number of applications of such hardware devices has grown, fundamen-

tally, these devices can be classified into three groups (cf. Section 2.1) that distinguish

their computational and communicational capabilities and thus determine the crypto-

graphic functions that can be employed. Therefore, in this research work, we focus

on developing cryptographic tools that can achieve the security goals distinct to each

class, rather than each application. Also, it is important to note that not all systems

need, or are capable of, offering the same level of security.

For example, RFID devices used in electronic product codes are capable of gen-

erating only a 16-bit pseudo random number for security purposes. Because of this

low level of security, one can argue that such RFID devices are vulnerable, even to

cipher-text only attacks that can exhaust the 16-bit range. Though such attacks are

certainly feasible, one needs to consider application-specific aspects (such as, the life

time of the RFID devices, cost and purpose).

In this research work, we purse the following two goals:

1. The analysis of the existing security mechanisms in each class of hardware-based
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security devices, passive, semi-passive and active devices.

2. The development of stronger security mechanisms that achieve the security goals

distinct to each class of hardware-based security.

1.3.1 Organisation

The subject matter of this thesis is organised such that it can be visualised as falling

into the following groups

• Chapter 2: (Background) This chapter surveys the background theory on

the subject matter, beginning by presenting a classification scheme based on the

communication medium and based on the powering mechanism. This is followed

by an overview of the existing international standards that define hardware-based

security. We then provide an overview of the cryptographic notions and protocols

necessary to understand identification and authentication in hardware-based se-

curity protocols, and present security goals that are used to measure the security

characteristics of the protocols presented in this thesis.

• Chapter 3: (Passive Devices) This chapter deals with resolving the security

issues in the identification schemes for passive devices, primarily in the wireless

(radio frequency) medium. Recently, there has been a tremendous growth in their

application towards product identification and supply chain management, where

the current de-facto standard is EPC Gen2. In this chapter, we start by provid-

ing a brief overview of the EPC Gen2 standard, and then identify its security

weaknesses to show that it is vulnerable to various attacks. After analysing the

weaknesses identified, we outline our proposal that extends the previous research

work to provide mutual authentication. We then present a security analysis of our

proposal and show that our protocol satisfies the security goals for passive devices,

and also provide new features, such as, location privacy and un-traceability. Most

of the material in this chapter was obtained in joint work with Josef Pieprzyk

and Huaxiong Wang. An earlier version of the results presented in this chapter

can be found at [157].
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• Chapter 4 and 5: (Semi-Passive) In these chapters, we focus on the hard-

ware devices that are either semi-passive in nature or passive devices that are

computationally more capable and are comparable to that of the semi-passive

devices. We primarily focus on the use of hardware security modules in iden-

tity documents and concentrate on two most prominent applications, electronic

passports and identity cards. We initially present a brief overview of electronic

document identification and the factors that have accelerated their uptake. We

then provide a technical overview of ePassport implementations, both for first

generation ePassports, (ICAO proposal) [96] and second generation ePassports,

(EU Proposal) [94]. We then provide a formal security analysis of ePassport im-

plementations using model checking, and identify the security flaws present in

both proposals. To resolve those security issues, we propose an on-line secure

authentication mechanism for electronic passports. Based on our formal analy-

sis, the first generation ePassport is shown to be vulnerable, in the joint work

with Josef Pieprzyk and Huaxiong Wang [153]. Our proposal for an online secure

ePassport protocol resolving the weaknesses in the second generation ePassports

was presented in [154]. An extended security analysis for both ICAO and EU

proposal was also published in a journal [155]. The materials presented in these

chapters are a combination of analysis and the results that have appeared in the

corresponding three publications.

• Chapter 6 and 7: (Active Devices) In this group, we focus on active devices

and examine emerging identification and authentication mechanisms that provide

a hardware-based security endpoint, such as trusted platform modules. We start

by analysing various security and privacy concerns that arise when deploying such

hardware security modules. We then propose a new pseudonym system based on

the security of preserving a high value secret, this intends to resolve those security

and privacy issues. We then provide a security analysis of our proposed construc-

tion and discuss the integration of our proposal in a TPM based setting. Next,
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we evaluate active hardware security modules applied to an application-level se-

curity protocol and, as an example, consider an electronic commerce application,

electronic tendering. We provide an overview of the main components in an

e-tendering system and define its security requirements. We then describe our

proposal for a secure e-tendering system that satisfies the security requirements

identified previously. An earlier version of our proposed pseudonym system pro-

viding restricted anonymity and supporting colligation between a trusted high

value secret key and generated pseudonyms was presented in a joint work with

Josef Pieprzyk and Huaxiong Wang [156]. Our proposal for a publicly verifiable

fair e-tendering system using hardware devices appeared at [152].

We then conclude with some open problems and future work in our final chapter.
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2
Background

The presentation in this chapter is divided into three parts. The first section presents

two classification schemes for hardware devices and identifies existing international

standards applicable to hardware-based security. In the second section, we provide an

overview of the cryptographic notions and protocols necessary to understand identifica-

tion and authentication techniques used in hardware-based security protocols and also

provide an overview of the verification techniques for such protocols. Owing to the vast-

ness of the literature, we present only those notions and techniques that are applicable

to hardware-based security protocols. In the third section, we identify key security

goals for designing hardware-based security protocols that also serve as a guideline

against the protocols that are analysed in subsequent chapters.

13
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2.1 Classification of Hardware Devices

2.1.1 Based on Communication Mechanism

A hardware device communicates either using a wireless medium, or using a wired

medium. Based on the way the device communicates, we can classify a device as:

• Contact-based: Contact-based hardware devices require physical connectivity

with the terminal to allow communication. Typically, such devices have contact

pads that supply the necessary energy and communicate through direct electrical

contact with the reader. Examples of such devices include contact-based smart-

cards and TPMs.

• Contact-less: Contact-less hardware devices communicates with a terminal by

means of radio frequency (RF). In most cases, a micro-chip and an antenna are

integrated into the body of the hardware device, for example, RFID tags and

ePassports.

Many hardware devices now are equipped with dual-interface, that is, with both

contact and contact-less capabilities. Typically, such dual-interface devices sharing the

same data are based on an application’s requirement, and can communicate through the

interface that is most suited to its capabilities. For example, in dual-interface devices

contact-based are used for the transaction of large data, such as PKI credentials, and

communicate contact-less for mutual authentication.

2.1.2 Based on Power Source

A hardware device can either obtain power from the signal it receives or it can have its

own internal source of power. Based on how power signals are received, we can classify

a device as:

• Passive: Passive devices do not have an internal source of power. They harvest

their power from the RF electromagnetic energy sent by the reader. They are

restricted in their read/write range, because they rely on the RF energy from
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the reader for both power and communication. Even though they may contain

a battery to maintain volatile memory or to power sensors, they rely entirely on

the energy of the incoming signal to respond, example: RFID tags.

• Active: Active devices have a power source that powers the microchip’s circuitry

and broadcasts signals to the reader. Active devices can also contain a battery to

generate a device’s signal or even boost the signal strength to increase its range.

Example: SaviTags, TPMs.

• Semi-Passive1: Semi-passive devices are an extension of passive devices, but

have additional capabilities with respect to processing and communication. Typ-

ically semi-passive devices use a battery to run the microchip’s circuitry and

communicate by harvesting power from the reader’s signal, example: E-tolls and

ePassports.

2.2 Standards for Hardware Identification

Standards are an important aspect of hardware-devices that help achieve inter-operability

among various participating organisations and vendors. Standards typically describe

the physical and logical characteristics, covering aspects such as communication proto-

cols, anti-collision mechanisms and security functions. In this section we list the most

dominant standards in relation to hardware-based identification systems.

2.2.1 Standardisation Bodies ISO and IEC

The International Organisation for Standardisation (ISO) and International Electrotech-

nical Commission (IEC) are the world’s leading standard development organisations.

ISO specifies the requirements for products, services, processes and systems, and the

IEC prepares international standards for all electrical, electric and related technologies.

1Devices that fall into this category have also been commonly labelled as Battery Assisted Passive
(BAP)
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The following ISO/IEC standards apply to hardware-based devices used in identifi-

cation systems.

ISO/IEC 7816

ISO/IEC 7816 [102] is an international standard related to electronic identification

cards with contacts, particularly smart cards. ISO/IEC 7816 is a fourteen part in-

ternational standard document, where Parts 1-3 deals with contact smart cards and

defines various aspects of the card and its interfaces, including the card’s physical

characteristics, electrical interface and communications protocols.

ISO/IEC 7816 Parts 4-6, 8-9, 11, 13 and 15, are relevant to all types of smart

cards (both contact and contact-less) and define the elements, such as, cryptographic

services, biometric verification, logical structure (files and data elements) and various

Application Programming Interface (API) commands.

ISO/IEC 7816 Part 10 is used by memory cards for applications such as pre-

paid telephone cards or vending machines, whereas Part 7 defines a secure relational

database approach for smart cards based on the SQL interfaces.

EMV: Europay, MasterCard, and Visa (EMV) publishes standards in relation to

financial smart cards. The EMV specification is built to the ISO/IEC 7816 standard,

but expanded to accommodate debit and credit transactions. The four books of the

EMV standard describes the minimum functional, security, procedural requirements

for financial smart cards and terminals.

ISO/IEC 7810

ISO/IEC 7810 [101] defines contact-less identification cards. Based on communicational

characteristics, such cards can be distinguished into the following three types:

• ISO/IEC 10536 [98] (Close-coupled cards): These cards operate at a very short

distance from the reader (0-1 mm). The standard was originally intended to be

a direct replacement for the standard covering contact cards, but ISO 10536 is

now very rarely used.
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• ISO/IEC 14443 [99] (Proximity cards): These cards operate at an approximate

distance of 0-10 centimetres from the reader. It describes two types: Type A

and Type B, the main difference being the modulation methods, coding schemes

and protocol initialisation procedures. Both type of cards use the same high-level

protocol.

• ISO/IEC 15693 [100] (Vicinity Cards): This describes cards operating at a fre-

quency of 13.56 MHz with a maximum read distance of 1-1.5 metres and are

usually only incorporated in expensive machines.

NFC Forum: Near-Field Communication (NFC) is designed for interactions be-

tween devices in close proximity (0-10 cm). The NFC Forum is working on technical

specifications that will help drive the interoperability of the technology in all market

sectors. The Near Field Communication Interface and Protocol-2 (NFCIP-2) [149]

specifies the communication selection mechanism where NFCIP-2 compliant devices

can enter in three different communication modes, NFCIP, ISO 14443 and ISO 15693.

2.2.2 Application Specific ISO standards

ISO/IEC 18013 [103] establishes guidelines for the content and formatting of the data

stored on an ISO compliant driving licence (IDL) with regard to human-readable fea-

tures, machine-readable technologies, and access control, authentication and integrity

validation. It is currently being deployed in countries such as Japan to combat coun-

terfeiting, to streamline license administration, improve driver convenience and protect

driver privacy.

ISO/IEC 7501 [104] describes machine-readable passports (MRPs) and consists of

three parts. Part 1 of this standard is for passports, Part 2 for visas and Part 3 for

travel documents. It also defines the specifications to be used by countries wishing to

issue an electronically-enabled MRP (ePassport) access to an expanded set of details,

including biometric data.

ISO/IEC 11889 [106] defines the Trusted Platform Module (TPM) and contains four

parts. Part 1 describes trusted platform concepts; Part 2 defines the principles of
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TPM operations including base operating modes, cryptographic algorithms and key

sizes for the algorithms, basic protocols and their usage; Part 3 defines the structures

and constants that enable the interoperability between the TPM implementation; and

Part 4 defines the commands for APIs to provide TPM functionality.

ISO/IEC 24727 [105] is independent of the physical interface technology and does

not cover internal implementation within the card or the outside world. It applies to

cards accessed by one or more of the following methods, contacts, close coupling and

radio frequency. ISO/IEC 24747 specifies the system architecture and the principles of

operation, capabilities, discovery mechanism and security rationale. ISO/IEC 24727 is

a set of programming interfaces for interactions between integrated circuit cards and

external applications to include generic services for multi-sector use. The organisation

and the operation of ICC conforms to ISO/IEC 7816-4.

There are other standards that have some application-specific requirements, but

most of the technical implementation still refers to ISO/IEC 7816 or ISO/IEC 7810.

For example, ISO 11784, ISO 11785 and ISO 14223 standardised tags for animal identi-

fication; ISO/IEC 6346 Freight containers - Coding and marking; ISO/IEC 14816 road

traffic and transport telematics; ISO/IEC 1736X and ISO 10374.2 relate to large ship-

ping containers (17363 Freight containers, 17364 Returnable transport items, 17365

Transport units, 17366 Product packaging, 17367 Product tagging).

2.2.3 Federal Information Processing Standards

Federal Information Processing Standards (FIPS) publications are issued by the Na-

tional Institute of Science and Technology (NIST). The FIPS standards are designed

to protect the US Federal computer and telecommunications systems. The following

FIPS standards apply to hardware-based technology:

FIPS 140 [68]: This standard applies to areas related to secure design and the

implementation of a cryptographic module, specifically: cryptographic module specifi-

cation, cryptographic module ports and interfaces, physical security, cryptographic key

management, design assurance and the mitigation of attacks.

FIPS 201 [69]: Provides the specifications for a standard Federal smart ID card,
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called the Personal Identity Verification (PIV) card that is to be used for both physical

and logical access. The PIV card is a smart card with both contact and contact-less

interfaces.

2.2.4 EPCglobal RFID standard

EPCglobal is a joint venture between GS1 and the Uniform Code Council (UCC). It

was formed to develop standards for the Electronic Product Code (EPC) to support the

use of RFID devices. To encourage the adoption of RFID technology and the support

inter-operability amongst the various vendors, EPCglobal has defined the standards for

tag and reader interfaces, and communication protocols. EPCglobal currently classifies

RFID tags into four classes: Class 1 identity tags; Class 2 higher-functionality tags;

Class 3 semi-passive tags; Class 4 active tags. The predominant class in product

identification and supply chain, is Class 1, where the current standard for tag and

reader communication is EPC Class 1 Generation 2 UHF Air Interface Protocol [66]

(commonly known as ‘EPC Gen2’). This standard has been ratified by both EPCglobal

and ISO, and can be considered as the de facto standard for low-cost RFID tags.

2.2.5 International Civil Aviation Organization

The International Civil Aviation Organisation (ICAO) is the United Nation body re-

sponsible for setting international passport standards. It is responsible for issuing

guidance on the standardisation and specification for Machine Readable Travel Docu-

ments (MRTD). The ICAO standard DOC 9303 [96] for MRTD describes a contact-less

smart card microchip that conforms with ISO-14443 and is embedded within an ePass-

port booklet. The microchip duplicates the information that appears on a passport’s

bio-data page and data recorded in the Machine Readable Zone (MRZ). The ePass-

port standard provides details about establishing a secure communication between an

ePassport and an Inspection System (IS), the authentication of an ePassport, details

on storage mechanism and biometric identifiers that should be used.



20 Background

The European Commission (EC) is also involved in defining the standards for ePass-

ports issued by member states. For example, its regulation 2252/2004 [67] defines the

standards for the security features and biometrics in passports and travel documents.

The regulation describes the technical specification to enable biometric markers to be

included on travel documents. The first phase included facial biometric images on all

new ePassports and, the second phase included the use of fingerprints as a second bio-

metric marker. It also specified that information stored in the second generation of

ePassports must be protected by Extended Access Control (EAC).

2.2.6 Comité Européen de Normalisation Standards

The Comité Européen de Normalisation (CEN) contributes to the objectives of the Eu-

ropean Union (EU) and the European Economic Area (EEA) with voluntary technical

standards to promote interoperability. The work of most interest to the hardware-

based industry is undertaken through the Technical Committee 224 (TC224) that cov-

ers personal identification, electronic signature and cards. The CEN has now published

a number of standards covering applications such as ID card systems, the European

Citizen Card (CEN/TC 224/WG 15), transport card (CEN/TC 224/WG 11), machine-

readable cards, IC cards for payphones and ePurse. In addition to the standards already

published, a number are still being developed by the CEN, such as prEN 1332-3 Identi-

fication card systems - Man-machine interface, prEN 14890-1 Application Interface for

smart cards used as secure signature creation devices, and prEN 1332-1 Identification

card systems - Human-machine interface.

CEN Technical Specification 15480, Identification card systems - European Citizen

Card, physical, electrical and transport protocol characteristics, was published in May

2007, covering ID cards, smart cards, identification methods, travel and administrative

documents, data processing, data security, and cryptography for eID cards issued in

Europe. It describes the ID card as a chip card conforming to ISO/IEC 7186-1 and -2

standards for the contact interface and ISO/IEC 14443 for the contact-less Interface.
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2.2.7 Trusted Computing Group

The Trusted Computing Group (TCG) is an international industry standards group

that develops and promotes Trusted Computing, which is based on a hardware root-of-

trust. The TCP developed the Trusted Platform Module (TPM) [188], a secure cryp-

tographic chip that provides hardware-based security functionalities such as, terminal

identification, user authentication, data protection and cryptographic key storage. A

TPM consists of a unique endorsement key (EK) pair that is built into the hardware

module during manufacture. The public part of the EK is certified by the manufacturer

and the secret part is sealed inside the TPM and is never revealed to the outside. A

primary function of the TPM is attestation that is, the TPM provides guarantees to a

remote service that the platform has not been tampered with and is therefore secure.

A TPM can also provide other security services, such as secure boot and sealed storage.

ISO/IEC 11889 is an effort to have the trusted computing specifications standardised

by ISO.

2.3 Cryptographic Mechanisms

In this section we provide an overview of the cryptographic tools aimed towards under-

standing the cryptographic specific implementations in hardware security modules. A

major source for the notation and definitions used in this thesis is from the handbook

of applied cryptography [141] and Goldreich’s notes [79, 81].

2.3.1 Hash functions

A hash function takes a message as an input and produces an output referred to as a

hash value, where the hash-value serves as a compact representative image of an input

string, and can be used as if it were uniquely identifiable with that string.

Definition 2.3.1. A hash function is a mathematical function IHI with the following

two properties:
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• (Compression) Maps a variable length input string {x} to a fixed length (n) output

string {y}, called hash-value or digest.

• (ease of computation) Given an input x, IHI(x) is easy to compute.

According to [141], hash functions can either be, unkeyed (or simply hash functions)

or keyed (message authentication codes).

Unkeyed Hash Functions

In addition to the above properties, If an unkeyed hash function is used for crypto-

graphic purposes, it is required to have one or more of these three properties:

• (Collision-resistant) Where it is computationally infeasible to find the same hash-

value for two sets of distinctive inputs. That is, it is computationally infeasible

to find a pair (x, x′) such that IHI(x) = IHI(x′).

• (One-Wayness) For a given x, it is easy to compute y = IHI(x), but computation-

ally infeasible to find the input x, from a given y.

• (2nd Preimage-resistant) Given an input x, it is computationally infeasible to find

another input x′ 6= x, such that IHI(x) = IHI(x′).

Message Authentication Codes

A message authentication code (MAC) algorithm is a family of functions IHIk parame-

terised by a secret key {k}, with the following properties:

• (Ease of Computation) Given a value k and an input x, IHIk(x) is easy to compute.

The value of IHIk(x) is called the MAC-value of x.

• (Compression) For an arbitrary length input x, the MAC function IHIk(x) is of

fixed length n.

• (Computation-resistance): Given a fixed number of input-output pairs (xi, IHIk(xi)),

for i = 1, . . . , m and any other input x /∈ {x1, . . . , xm}, it is computationally in-

feasible to compute IHIk(x) without a knowledge of k.
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The primary applications of cryptographic hash functions are in digital signatures

and data integrity. Because public key cryptography is computationally (in terms of

time and space) an intensive process, the messages are normally hashed and the hash-

value is signed. The user receiving the message rehashes and checks with the digitally-

signed hash-value. Hash function are normally performed only by semi-passive or active

devices, whereas MACs can be also be found in passive devices. For example, the TPM

makes extensive use of the Secure Hash Algorithm-1 (SHA-l) that provides a unique

20-byte hash.

2.3.2 Symmetric key primitives

Symmetric key primitives include block ciphers and stream ciphers, where the encryp-

tion key (e) is equal to the decryption key (d).

Definition 2.3.2. For encryption and decryption transformations {Ee : e ∈ K} and

{Dd : d ∈ K} where K is the key space, then under symmetric key cipher e = d or it

is computationally ‘easy’ to obtain d from e.

Symmetric block ciphers

In block ciphers the unencrypted or plain-text message (M) is split into blocks of equal

length (t) and the encryption algorithm is applied one block at a time to obtain the

resulting encrypted or cipher-text message (C).

Definition 2.3.3. If a message M = m0, . . . , mi, . . . , mn is split into n parts, where

the length of each part mi is t, then,

Ee(M) = e(m0), . . . , e(mi), . . . , e(mn) = (c0, . . . , ci, . . . , cn) = C and

Dd(C) = d(c0), . . . , d(ci), . . . , d(cn) = (m0, . . . , mi, . . . , mn) =M

Block ciphers are computationally efficient and are used to encrypt large data

blocks. The most popular block ciphers are data encryption standard (DES) and

advanced encryption standard (AES).
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Stream ciphers

In stream ciphers the plain-text message M is encrypted one unit m0 (typically bits

of data) with a key stream to produced a cipher-text unit c0. A key stream is a se-

quence of units e0, e1, e2, e3, . . . ∈ key space K. In essence, stream ciphers are more

like block ciphers but with a block length t = 1, but unlike a basic block cipher, the

transformation of successive digits varies during the encryption. An alternative name

is a ‘state cipher’, because the encryption of each digit is dependent on the current state.

Definition 2.3.4. Let {e0, e1, e2, e3, . . . } be a key stream from K. A stream cipher

takes a plain-text stringM = {m0, m1, m2, . . . } and produces a cipher-text string C =

{c0, c1, c2, . . . }.

Stream ciphers are designed to be computationally faster than block ciphers and are

ideally suited for ubiquitous computing devices. Stream ciphers are found extensively

in hardware security modules used in e-tolls, ePassports and EPC identification.

2.3.3 Public key primitives

Public key primitives include public key ciphers and digital signatures. A distinguishing

feature of the public key ciphers compared to symmetric ciphers is that the encryption

key {e} (public key) is not only different from that of the decryption key {d} (private
key), but it is computationally infeasible to obtain a decryption key from a correspond-

ing encryption key and vice versa. The keys (e, d) is known as a key pair.

Definition 2.3.5. For an encryption and corresponding decryption transformations

{Ee : e ∈ K} and {Dd : d ∈ K} where K is the key space, then under the asymmetric

key cipher for each associated encryption/decryption pair (e, d), the key e is called the

public key and the key d is called the secret key and for a given random cipher-text

c ∈ C, it is computationally infeasible to find a message m ∈M such that Ee(m) = c.
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The encryption key (public key) is available in a public domain and the user who

wishes to receive a secure message holds the private key (secret key) in a secure en-

vironment. Public key cryptography is computationally inefficient in comparison to

symmetric key ciphers and, thus, is used to encrypt only small data blocks. A typical

use of a public key cipher is in the key establishment protocol, where the sender en-

crypts a symmetric key cipher using the public key and successive data encrypted using

the corresponding symmetric key cipher. The most popular public key cryptosystems

are RSA and ElGamal.

Digital signatures

Digital signatures provide authentication, data integrity and non-repudiation services

by associating a message with the sender identity.

Definition 2.3.6. For a message space M = {m1, m2, . . . }, a user A key pair (e, d)

and a signing transformation SA, the digital signature SA(m) on m is the tranformation

of message m using the signing transformation SA and the secret key d into a set of

signature elements S = s1, s2, . . . of fixed length.

A digital signature scheme consists of a signature generation and a verification

algorithm. The sender applies a signature generation algorithm on the signing message

space {Ms} (normally a hash of the message M that needs to be signed) and his

secret key to obtain a signature {S} on the message. The verifier applies a signature

verification algorithm on the signed message space {Ms} and public key of the signer

typically accessible in the form of a certificate and compares the value with the received

signature {S} to prove message authenticity.

The most popular digital signature schemes are RSA, DSA, ElGamal and Schnorr.

Digital signatures are essential for developing a cryptographic system because they

provide non-repudiation services. But because of their computational requirements,

they are found only in semi-passive and active devices, such as smartcards, ePassports

and TPMs.
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2.3.4 Public Key Infrastructure

Public Key Infrastructure (PKI) helps to bind public keys to entities and enables

other entities to verify those bindings. The infrastructure consists of the following

components:

• Certification Authority (CA): It is the central component in a PKI, and performs

the following functions - issuing certificates, maintaining certificate revocation

lists and publishing certificates and revocation lists. The CA issues certificates

to PKI users by digitally signing a certificate with its private key and, during

verification, a user confirms the authenticity of the certificate by verifying the

CA’s signature using the CA’s public key.

• Registration Authority (RA): It is an entity trusted by the CA, to register or

validate the identity of users to a CA, that is, its primary responsibility is to

verify whether the certificate contents reflect the information presented by the

entity requesting the certificate.

• Repository: A repository is a database of active (valid) digital certificates. The

repository provides information, to allows users who receive digitally signed mes-

sages to confirm the status of the digital certificates.

• Public Key Certificates: The CA issues a public key certificate for each identity. A

digital certificate typically includes the public key, information about the identity

of the entity holding the corresponding private key, the validity of the certificate,

and the CA’s own digital signature.

• Certificate Revocation List (CRL): CAs also issues and processes certificate revo-

cation lists (CRLs), which list revoked certificates. Every PKI user validating a

certificate is also required to process the CRL to check if the certificate has been

revoked.

• PKI users: PKI users are those who use and rely on PKI components to obtain

and verify certificates of other entities with whom they transact.
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Using PKI is the dominant method for verifying an entity’s pubic key, and thus

plays an important role in both semi-passive devices and active hardware-based security

devices, for example, ePassports and TPM rely extensively on PKI for the validation

of certificates.

2.3.5 Key establishment protocols

A cryptographic protocol is a set of rules that provides a formal definition for the actions

required by two or more entities to achieve a specific security goal. A cryptographic

protocol is built on various cryptographic primitives, such as, encryption and signature

schemes to achieve the required security goal.

The goal of key establishment protocols is to provide a shared secret between two

or more parties at the end of a protocol run. Protocols can be further classified as

key transport protocols where one party creates a secret value and distributes it to

others (for example, digital pay TV broadcasting) and key agreement protocols where

two (or more) parties contribute towards forming the shared secret (for instance, a

Diffie-Hellman key agreement).

A key agreement protocols is an authenticated key agreement protocol if it provides

key authentication, that is, where the participating entities are assured that the secret

is not available to any other third party not involved in the protocol.

2.3.6 Identification protocols

The purpose of identification protocols is for one entity (prover) to prove its identity by

interacting with other entity/entities (verifier). Two popular categories of identification

protocols are discussed below.

Challenge-response identification protocol (CRIP)

Challenge-response identification protocols involve an entity (prover) U , proving its

identity to an verifier V, by demonstrating knowledge of a secret associate with U
without actually revealing the secret to V. Challenge-response identification protocols
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can be based on both symmetric key system (Kerberos protocols) or on public key

system (X.509).

Zero-knowledge identification protocol (ZKIP)

Goldwasser, Micali, and Rackoff [83] propose the concept of Zero-Knowledge (ZK)

proofs. A ZK proof system allows the prover to prove the knowledge of a secret by

allowing the verifier to gain confidence on the assertion made by the prover, but with-

out revealing any knowledge about the secret. This technique is highly suited for

identification and entity authentication in untrusted environments.

Fiat and Shamir [71] propose an identification scheme based on ZKP. It assumes

the verifier is honest and hence is an Honest-Verifier Zero-knowledge proof (HVZKP).

The identification protocols is described in Table 2.1.

Prover Verifier

a ∈R Zq c ∈R Zq
C←−−−−−−−−−− C = gc mod p

u = ga mod p
u−−−−−−−−−−→
c←−−−−−−−−−−

C
?
= gc mod p

r = a− cx mod q
r−−−−−−−−−−→

u
?
= ycgr mod p

Table 2.1: Honest Verifier ZKP

The HVZKP constructs are also useful in creating non-interactive protocols such

as signatures protocols and, when used together with secure hash algorithms, the tech-

nique is known as the Fiat-Shamir heuristic [71]; its security is provable only under the

random oracle model [167].

Because ZK protocols are computational and communicational demanding, they

are used only in active devices. The TPMv2 attestation makes extensive use of the ZK

protocol to achieve privacy.
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2.4 Formal Methods in Cryptographic Protocols

The process of designing a protocol normally consists of three phases, requirement spec-

ification, protocol modelling and protocol verification. A formal approach in designing

a protocol provides an assurance to the designer that the security goals are met by

the protocol. A formal model does not cover all aspects of a cryptographic protocol.

Normally, the underlying cryptographic functions are assumed to be secure. A formal

approach to designing the protocol does not necessarily mean the protocol is secure

against attacks, but only suggest the protocols requirements are satisfied.

Up to now, most of the work in formal methods have been to provide verification

of the existing protocols but, more recently, there has been an effort to formalise the

construction of protocols. This section presents a overview of the previous work on the

use of formal methods for designing protocols. A more thorough survey can be found

in [139] [173] and [87].

2.4.1 Requirement specifications

A protocol designer commences the design of cryptographic protocols by specifying a

set of requirements the protocol needs to satisfy. The two main approaches have been

to develop a set of requirements that can be applied to protocols in general and to

develop ways to express the requirements for a number of different types of protocols.

Diffie, van Oorschot, and Wiener present an informal requirement of correctness

of an authentication protocol [57], where they say that session keys should remain

secret and the protocol runs should match that is, if users A and B participate in

a protocol run, then the messages sent and received by both A and B should be

identical. This notion was formalised by Bellare and Rogaway in [20], using a model

based on communicating probabilistic Turing machines and by Syverson in his extension

of the Abadi-Tuttle logic to include temporal formalisms [184]. Woo and Lam define

a semantic model characterising protocol executions, based on two security properties,

secrecy, and correspondence [198]. Correspondence referred that certain events can

take place only if others have taken place previously. This notion is very similar to the
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notion of matching runs, but it is much broader, because the events do not have to be

sending and receiving the same message.

The second approach to specify protocol requirements, is presented in the require-

ments language developed for the NRL Protocol Analyser [185]. The requirements

specified in this language have a form similar to the notion of correspondence of Woo

and Lam, in that the requirements are given on a sequence of events. The difference

being that instead of giving a general requirement for correspondence that applies to

all protocols, the user of the language can specify the requirements for the protocols of

a particular class. Thus, requirements can vary according to the intended function of

the protocol. A similar approach, but with different goals was taken by Yahalom [199],

where the goal was to use the formulation of the protocol requirements to achieve a

greater performance within the bounds set forth by the requirements. Formalising the

requirements has also been applied to signature schemes [164], were the goal was to

provide a classification system for various signature schemes and their security require-

ments.

Formalising the requirements needs to be carried out with the utmost care, because

there is a serious danger of overlooking things that may be security-relevant. Most

attacks found on the protocols are because of errors that were introduced during the

stage of requirement discovery and specification. If appropriately carried out, formalis-

ing can be very useful in understanding the problems that the designer of the protocols

has to solve.

2.4.2 Protocol modelling

There are two approaches in modelling cryptographic protocols using formal methods.

One approach is to develop specific methodologies for the design of the protocols so

that they will be more amenable during analysis. Based on this approach, Heintze

and Tygar [145] designed a family of tools for reasoning about protocol security and

proved a composition theorem. The theorem stated sufficient conditions that needed

to be imposed on two secure protocols, so that when combined, they formed a new

secure protocol. Later, Gong and Syverson propose a new methodology to facilitate the
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design and analysis of secure protocols by restricting the protocol designs to well-defined

practices [121]. They introduced the notion of fail-stop protocols that automatically

halt in response to any active attack, thus reducing the protocol security analysis to

passive attacks only. They also suggested types of protocols that are fail-stop’ however,

their suggestions might not be practical for some applications.

The second approach is a layered approach [185] in which a relatively abstract model

is used at the top layer, and each succeeding layer is proved to be an implementation

of the layer above it; until finally, either a detailed specification or the actual protocol

code is produced. This approach was also taken by Buttyan et al., where they propose a

BAN-like logic, extended with the notion of channels and various access restrictions that

uses an abstract model at the top layer [36]. Others, such as, Boyd and Mao proposed

a technique to design key exchange protocols that are to be correct [30], in the sense

that a specified security requirement will not be violated if the protocol participants

act correctly. Meadows developed a model of computation for NRL Protocol Analyser

[140], and compared it with Abadi and Tuttle [136] that were developed for BAN Logic.

2.4.3 Protocol verification

The following subsections present the most commonly-followed approaches for the ver-

ification of security protocols in hardware security modules:

• Based on Inductive Approach

• Based on State Exploration

• Computational Complexity Proofs.

Based on a Inductive approach

Based on the principle of mathematical induction, the inductive approach to formally

model cryptographic protocols was first proposed by Paulson [160]. This approach re-

lies on the concept of trace and list events occurring on a network, while a group of

agents are running a protocol. Traces are defined inductively, as is the set of all traces
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admissible under a specific protocol. This set, which represents the formal protocol

model, is unbounded. Proofs are carried out by induction on a generic trace of the

model, establishing the trace properties that represent the goals of the underlying pro-

tocol. The interactive theorem prover, Isabelle [159], supports the inductive modelling

of the protocol in Higher Order Logic, where nested quantification is permitted over

functional symbols, and mechanises the proofs developed by the user.

Though, the inductive approach has been used to successfully model and analyse

numerous cryptographic protocols [4], the verification of the hardware-based security

protocols using this approach is rather limited, with only a few semi-passive and active

protocols being modelled [15, 16, 150]. Some of the reasons include, the limited set of

functions available to model certain cryptographic mechanisms, the process of verifica-

tion tends to be significantly longer and laborious and the lack of any explicit attack

even if the proof fails.

Based on State Exploration

Communicating sequential processes (CSP) [92] has had vast applications in the field

of formal methods. Ryan [174] and Schneider [177] applied this approach to success-

fully analyse cryptographic protocols. The users are modelled as processes, and can

exchange the messages encompassed by the protocol via specific channels. An idealised

specification is defined that accounts for no malicious entity. Then, another specifica-

tion is obtained by introducing the adversary as a new process that can perform illegal

operations. If this specification is equivalent to the idealised one, then the protocol is

claimed to suffer no attacks. The two specifications are considered equivalent if all the

states that are reachable by the second can be also reached by the first.

Because verification using hand tools can be tedious, Lowe employed a general

purpose tool Failure Divergence’s Refinement (FDR) checker [134], and later developed

Casper [75] to automate the generation of a CSP description of the protocol. However,

the processes in FDR are constrained by the intrinsic limitations of model checking:

only finite systems of reasonably small size can be tackled and typically account for at

most three or four agents, including the adversary. Many attacks have been discovered
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by model checking techniques [131] [132] [133]. However, if the system of limited size

does not suffer any attacks, it is not obvious that neither does the system of arbitrary

size.

Other model checkers that have achieved results in the field are the NRL Protocol

Analyzer [140, 185], ASTRAL [54], Murphi [142], SMV [51] and, more recently, AVISPA

[5]. Some of these checkers are based on temporal logic rather than process calculus.

Model checking has been very successful in verifying hardware-based security pro-

tocols. It has been applied to passive devices [114], semi-passive devices [153, 155, 158]

and active devices [120, 137, 144].

Computational Complexity Proofs

The computational view for providing security proofs originates from the works of Blum

and Micali [28], Yao [201], and Goldwasser and Micali [82] and is based on the notions

of probability and computational power. Based on the reductionist proof presented

by Bellare and Rogaway [20], this method has been applied to many identification

and authentication systems. Many authors have extended the idea presented in [20]

for simple entity authentication protocol to include server-based protocols [22, 22],

public-key-based key transport [25], key agreement protocols [26, 31], password-based

protocols [17, 19] and more recently, in hardware-based security protocols [12, 34, 77,

109].

In computational complexity, the security of the algorithm or protocol is reduced

to the security of another problem, that is, the claim being that if there is an efficient

algorithm that can break the protocol, then there exits an efficient algorithm to solve

the underlying problem, on which the security of the protocol is based. This approach

models a powerful adversary who controls all protocol principals and has the ability

to initiate protocol-runs between any principals. The security of the scheme is then

measured, in terms of adversarial advantage, and a scheme is regarded as good if an

adversary’s maximal advantage is a slow-growing function of the adversary’s computa-

tional resources.
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2.5 Attacks on Hardware-based Devices

For any system implementing hardware-based security modules it is essential that the

system protect information residing both within the hardware device as well as in the

external components that receive such information (such as, contact-less and contact-

based readers/terminals, databases and back-end servers). The following are typical

attack scenarios to which hardware-based devices are vulnerable.

2.5.1 Physical Attacks

Tampering: A primary security concern with almost all hardware security modules

is physical tampering.

Because these hardware devices store and process confidential and sensitive in-

formation, it is important to protect them against any external intrusion capable

of either retrieving or modifying the information stored. Typically, security is

achieved by restricting information processing only to the embedded software

within the devices and explicitly prohibiting any external access. Implementing

such a tamper feature is extremely difficult; therefore, hardware-based security

devices are vulnerable to a variety of attacks [196]. Such attacks range from

simple probing techniques, to machine methods involving material removal, us-

ing shaped charge technology , radiation and high voltage imprinting and using

imaging technologies such as X-rays and ultrasound.

In recent years new high technology designs [180, 181] have emerged and have

been standardised [68]. This has helped designers to determine the hardware’s

operating requirements and to provide safeguards against various attacks. Most

hardware security modules are equipped with one or more of the following tamper

security features:

• Tamper Resistance: Make it hard to tamper with the hardware-device.

• Tamper Detection: Hardware-device has the ability to identify itself when

tampering is occurring.
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• Tamper Evidence: Hardware-device ensures that tampering causes some

observable result.

• Tamper Response: Hardware-device takes appropriate countermeasures when

tampering occurs.

Counterfeiting and Cloning: The integration between the hardware security mod-

ules and the sensitive applications such as currency [111, 202], passports [96, 110]

or pharmaceutical products [107], has raised new security concerns. Counterfeit

devices need to only convince the verifier of their legitimacy, which is accom-

plished by duplicating only the data needed to convince a verifier. Such data can

either be obtained after tampering with the module or by breaking the security

of the embedded software.

The best defence against cloning is to use strong encryption mechanisms and

enforce access restrictions on the decryption keys. Most hardware-devices support

a reasonable level of security and vary based on the type of information protected

and the capabilities supported. For example, passive devices in a supply chain

have a lower level of security than semi-passive devices such as ePassport or

Identity cards.

2.5.2 Communicational Attacks

Eavesdropping: Eavesdropping is one of the most basic attack on a communication

protocol and, as a passive form of attack, it requires no interaction with legitimate

protocol participants. Eavesdropping attacks are a serious threat, especially to

contact-less hardware devices, because sensitive information is transmitted over

a wireless channel. Consider passive RFID tags, where the tag responds to the

reader by backscattering. During a protocol run the reader transmits tag-specific

information to the tag and, because readers transmit at a much higher power

than tags, they are subject to eavesdropping at much greater distances.

Nearly all hardware-based security protocols counter eavesdropping by using en-

cryption.
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Tracking: Tracking, clandestine or otherwise, breaches the privacy of the user associ-

ated with the hardware device. Most contact-less hardware security modules are

promiscuous, that is, can be read by any compliant reader. Also, in most cases

the reader initiates the communication and this can facilitate covert monitoring

and tracking by an unauthorised reader. Tracking is also prevalent and a major

concern in contact-based hardware systems. For example, in a computer system

with TPM, the certified public key pair stored within the TPM chip uniquely

identifies the system. Revealing the identity of the machine to every verifier

would not only compromise the privacy of the machine but also the privacy of

the user(s) using the machine, because each user can be bound to the system. A

popular mechanism to protect against tracking is to use pseudonyms [35, 156].

Replay and Relay Attacks: Replay attacks occur when an attacker is able to in-

tercept and retransmit messages in a protocol run. The attacker may either

use messages from the current protocol run or from any previous protocol runs.

Most common techniques to avoid replay attacks include using nonces, sequence

numbers or clock synchronisation [9]. Replay attacks become more problematic

when hardware devices are promiscuous, because it make the attack possible even

without the knowledge of the user associated with the hardware-device.

Denial of Service: A denial of service is an attack on the availability of the service.

Though there is no true solution, it is the responsibility of the protocol designer to

incorporate preventive measures against this attack. Some examples of denial of

services attacks include using a Faraday Cage to shield RF signals from reaching

contact-less devices and the active jamming of RF signals.

2.6 Security Goals for Hardware-based Devices

Hardware devices under each category have some unique requirements that is dic-

tated by the capabilities of the device and application specific attack scenarios. In
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this section, we highlight only those security goals that are common to all such im-

plementations, and consider class-specific requirements during our security analysis in

subsequent chapters.

2.6.1 Essential Security Goals

Confidentiality: Confidentiality is a fundamental requirement that protects informa-

tion by restricting access to only authorised users of the system. As communica-

tion is carried over insecure networks, the system should provide communication

security that secures information exchanged between all participants. Typically,

this is achieved through encryption. It is also essential that the system pro-

vide strong storage security by encrypting information within the devices and

databases, and making it accessible only to legitimate entities.

Integrity: Integrity property provides assurance that message either in storage or

during communication was not modified. As with any assurance mechanism, an

important aspect is in providing the ability to determine if there was a violation.

Usually, this is achieved using hash functions or digital signatures.

Availability: Availability refer to whether the system is available for use when the

user intends. Denial of service attacks are usual threats against availability.

2.6.2 Desirable Security Goals

Mutual Authentication: All protocols participants should obtain an unforgeable

proof of other participant’s identity before engaging in a protocol run with each

other. This proof must not be ‘re-playable’ and should be valid only for a single

instance of the protocol, that is, it should not be usable as proof in any other

protocol run. This is usually achieved using nonce, sequence numbers or time-

variant parameters.

Authorisation: Entities have the right to access and change data on the hardware

devices; authorisation determines what level of access a certain entity should
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have. Because this access may require the knowledge of the cryptographic keys

the devices might use, it also makes key management an important issue.

Forward Secrecy: Forward secrecy is concerned with providing long-term security

solutions. Security using cryptographic tools relies primarily on the secrecy of

the keying material and the forward secrecy ensures that loss of such keys does

not compromise any future communication.
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Hardware-Based Product Identification

Over the past few years, passive devices have had a tremendous growth, both in tech-

nological development and in their application. Their small size, cheap manufacturing

cost and the integration of contact-less radio frequency technology has further extended

its uses into new applications, such as product identification and supply chain man-

agement. In this chapter, we consider security issues in identification schemes for such

passive devices1. Primarily, we focus on the EPCglobal Class 1 Gen2 (EPC Gen2) stan-

dard that has become the de facto standard for passive RFID tags. We first present a

brief security analysis of the current EPC Gen2 standard that has fuelled the need for

the new proposals. We then review some alternatives that were proposed to resolve the

security issues in EPC Gen2 and propose a new mutual authentication protocol that

is compliant with EPC Gen2 standard. Finally, we conclude the chapter by presenting

1Commonly referred to as merely tags or labels

39
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some open research issues.

3.1 EPCglobal Class 1 Generation 2 and its Secu-

rity

To encourage the adoption of passive RFID technology in addition to supporting inter-

operability amongst various vendors, EPCglobal [66] together with other standard and

regulatory bodies have defined standards for tag and reader interfaces, and communi-

cation protocols. EPC Gen2 specifies the operation and functionality of passive RFIDs.

The EPCglobal currently classifies RFID tags into four classes:

• Class 1 (identity tags). Passive-backscatter tags with the following minimum

features:

– An electronic product code (EPC) identifier

– A Tag identifier (Tag ID)

– A function that renders a tag permanently non-responsive

– Optional decommissioning or re-commissioning of the tag

– Optional password-protected access control

– Optional user memory.

• Class 2 (higher-functionality tags). Passive tags with the following features in

addition to Class-1 tags:

– An extended Tag ID

– Extended user memory

– Authenticated access control.

• Class 3 (Battery-assisted passive or semi-passive tags). Passive tags with the

following features in addition to Class-2 tags:
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– A power source that may supply power to the tag and/or to its sensors,

and/or

– Sensors with optional data logging.

• Class 4 (active tags). Active Tags with the following features:

– An electronic product code (EPC) identifier

– An extended tag ID

– Authenticated access control

– A power source

– Communications via an autonomous transmitter

– Optional user memory

– Optional sensors with or without data logging.

The predominant class in the product identification and supply chain is the Class 1,

where the current standard for tag and reader communication is EPC Class 1 Genera-

tion 2 UHF Air Interface Protocol [66].

EPC Gen2 also defines the physical and logical requirements for those RFID systems

primarily operating in the 860-960 MHz frequency range. The system is made up of two

main components, interrogators, also known as readers, and tags, also known as labels.

By modulation of the RF signal (860-960 MHz), a reader transmits information to a

tag. Because tags are passive, both information and operating energy are extracted

from the signal sent by the reader. A tag can only answer after a message is sent from

the reader by backscattering the signal to the reader. Thus, communication between

the tag and the reader is half-duplex, which implies that when a reader transmits the

tag listens and vice versa.

3.1.1 EPC Gen2 Memory Requirements

The following are the minimal on-chip memory (non-volatile) features for EPC Gen2

(refer Figure 3.1):
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• Reserved memory, which contains a 32-bit kill password (KP) to permanently

disable the tag and a 32-bit access password (AP).

• EPC memory, which contains parameters for a 16-bit cyclic redundancy code

(CRC16), 16-bit protocol control (PC) and a 32-bit electronic product code

(EPC) that identifies the object to which the tag is (or will be) attached.

• TID memory, which contains sufficient information to identify to a reader the

(custom/optional) features that a tag supports and the tag/vendor specific data.

• User memory allowing for user-specific and user-defined data storage.
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Figure 3.1: EPC Gen2 Memory Banks

3.1.2 EPC Gen2 Functions

Two basic mechanisms can be used to provide authentication and confidentiality for

the tag-reader communication.

• A 16-bit Pseudo-Random Number Generator (PRNG)

• A 16-bit Cyclic Redundancy Code (CRC).
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A pseudo-random number generator is a deterministic function that takes a uniform

random bit string as input and outputs a longer bit string that cannot be distinguished

from a uniform random string by any computationally-efficient algorithm. According

to the EPC Gen2, tags shall have the ability to generate a 16-bit pseudo-random

number (RND16). Though the EPC Gen2 standard does not specify any particular

pseudo-random function, the generator should meet the following randomness criteria:

• The probability of a single RND16: The probability that any RND16 drawn

from the RNG has a value RND16 = j for any j , shall be bounded by 0.8/216

< P(RND16 = j ) < 1.25/216.

• The probability of simultaneously identical sequences : For a tag population of

up to 10,000 tags, the probability that any of two or more tags simultaneously

generate the same sequence of RND16s shall be less than 0.1%, regardless of

when the tags are energised.

• The probability of predicting an RND16: An RND16 drawn from a tag’s RNG

10ms after the end of Tr , shall not be predictable with a probability greater than

0.025% if the outcomes of prior draws from the RNG, performed under identical

conditions, are known.

A cyclic redundancy code is a checksum algorithm that can be used to detect

transmission errors (typically one or two bit flips or bursts) in a very efficient way. A

CRC can be described by a polynomial over GF (2) (that is, each polynomial coefficient

being zero or one) and performing a polynomial division by a generator polynomial

G(x), which is commonly called a CRC polynomial. The remainder of the division

operation provides an error detection value (also called a syndrome) that is sent to the

recipient with a message to provide data integrity checks. Error detection is performed

by comparing the received syndrome and the re-computed syndrome of the message.

An error is detected if the values are not equal. The EPC Gen2 proposes the use of

CRC-CCITT. The hardware requirements of a CRC generator are not very demanding.

Specifically, an n-bit CRC consists of an n-bit shift register with some XOR gates.
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3.1.3 EPC Gen2 Operations

A reader interacts with a tag using three basic operations, Select, Inventory and

Access.

• Select: This involves the reader issuing a Select command for choosing a par-

ticular tag from the tag population.

• Inventory: This involves the process of identifying tags. A Query command

initiates an inventory round and decides which tags participate in the round.

After receiving the Query command, a tag picks a random value, loads this value

into its slot counter and awaits a QueryAdjust or QueryResp command. Assuming

that a single tag answers, the query-response algorithm proceeds as follows:

– T ⇒ R: the tag backscatters a 16-bit random number RND16 and enters

the reply state.

– R⇒ T : the reader acknowledges the tag with an ACK command containing

the same RND16.

– T ⇒ R: on acknowledgement, the tag transitions into the acknowledged

state and backscatters its counter value (PC ) and its electronic product code

(EPC ).

– R ⇒ T : the reader sends a QueryAdjust or QueryRep command, and the

identified tag inverts its inventory flag and transitions to the ready state.

• Access: The operation is performed when a reader wants to access the tag

contents. The access command-set comprises of Req RN , Read, Write, Kill, Lock,

Access, Blockwrite and Blockerase. For every Write, Kill or Access command sent

to a tag, a 16-bit word (either data or half of its 32-bit access or 32-bit kill

password) is transmitted over the channel. The following sequence of messages

are exchanged:

– R ⇒ T : the reader sends a Req RN command to the acknowledged tag.

– T ⇒ R: the tag generates a new RND16 and backscatters it to the reader.
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– R ⇒ T : the reader computes a 16-bit cipher-text that is composed of the

bitwise XOR of the 16-bit word to be transmitted with the new RND16.

– T ⇒ R: the tag decrypts the received cipher-text performing a bitwise XOR

of it with the original RND16.

3.1.4 Security Issues with EPC Gen2

EPC Gen2 combines a 16-bit CRC and a 16-bit PRN to achieve the security goals,

such as confidentiality, integrity and authentication. Because the EPCGen2 standard

supports only a very basic RNG, any EPC Gen2-compliant protocol is potentially

vulnerable. For example, a EPC Gen2-compliant protocol would be vulnerable to

cipher-text-only attacks that can exhaustively search to obtain the keying material.

Nevertheless, there is a need for implementing security features in such low cost and

low performance devices. The security level may not be sufficient for sensitive applica-

tions, but considering the device’s constraints (such as, life time and application) it is

essential to develop a secure EPC Gen2 compliant protocol that would be satisfactory

for applications, such as in supply chain management.

Apart from the limited support available for secure cryptographic functions, the

EPC Gen2 has protocol-specific security issues. A primary concern is the security of

the inventory process, which is extremely weak. Tags transmit EPC in plain text that

would enable even a passive eavesdropper to obtain information about the tag. This

raises some strong privacy concerns, because the protocol does not offer confidentiality

or data privacy. A related concern is that the EPC Gen2 does not offer mutual authen-

tication. A tag responds unconditionally to a query. Therefore, a malicious reader can

obtain unauthorised information from a tag and moreover, the tag holders might be

unaware that they are communicating with a malicious reader. The above-identified

security issues show the lack of essential security services that are not guaranteed by

the EPC Gen2, even when considering a very weak attack scenario, such as a passive

attack.

Another concern is that the EPC value is fixed, thus when interrogated, a tag
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always transmits the same EPC value. This enables a tag to be associated with its

holder, allowing its tracking and compromising location privacy. Providing locational

privacy is an important requirement, especially for such ubiquitous devices, because

they cam be integrated into products that are available from supermarkets to retail

stores. When combined with other weaknesses an attacker will be able to not only

track an individual, but also obtain information about the product the individual is

associated with.

To provide protection against the location privacy related attacks, the EPC Gen2

proposes the use of a kill command. The kill is a command issued when a product is

sold to an individual that will essentially, disable all features and render the device

inoperable. Though this will help to protect against devices being tracked after point-

of-sale, they also diminish their use and induce other inventory and auditing problems.

One of the main advantage of passive RFID devices is their ability to store an electronic

record about products they are embedded into. If the tag was completely disabled, it

would not only be useless for processes such as handling returns and product recalls,

but would also make the execution of such processes difficult, because all or most of

the essential information about the product would be lost.

The protocol concerning the use of the kill command is also poorly implemented.

Because confidential information is sent to both, the kill and the access commands, the

reader tries to protect it by means of a cover-code. Essentially, the cover-code acts as a

password and is obtained by the reader requesting a random number from the tag, and

then computing a bit-wise XOR of the cover-code with the 16-bit RND obtained from

the tag. The final XOR is then sent to the tag where the tag recovers the cover-code

by performing a bit-wise XOR with the 16-bit RND it previously generated. This can

be exploited even by a passive adversary, owing to the asymmetric nature of the RFID

communication channel (refer Figure 3.2).

The communication distance between the tags and readers depends primarily on

the communication frequency. In most RFID systems the communications range for

information sent by the reader (forward channel) is much greater than the information
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Forward Channel

Backward Channel

TAG READER

ADVERSARY

Figure 3.2: RFID Communication Channels

returned from the tag to the reader (backward channel). For example, for an RFID

using the 860-960 MHz range, the communication range for the forward channel is up to

a hundred metres and for the backward channel is only a few metres. But these limits

are based on standards defined by the regulator bodies; however an attacker would be

capable of exceeding these ranges by using high-powered readers. The attacker will be

able to use a high-powered reader to eavesdrop on the backward channel communication

and obtain the random (RND16), the tag’s response to the reader request to secure the

cover-code during the access protocol. The attacker can then easily deduce the cover-

code by XORing the message transmitted from the reader and the random acquired.

3.2 Related Work

The research literature for RFID security is extensive and continually growing. In

this section, we focus on the RFID security proposals that meet (or were intended to

meet) the EPC Gen2 standard and refer the reader to [13] for a more detailed and

constantly-updated listing of RFID-based literature.

To resolve privacy related issues in the EPC Gen2, many researchers proposed the

use of pseudonyms. A commonly-found solution in the literature consists of repeatedly

applying a hash function to a tag’s identifier. Since the work of Sarma [176], there

have been many proposals based on this idea [91, 162, 200], some based on using hash

functions, together with pseudo-random number generators and CRCs [59, 182], and

some with public key cryptography [130]. A primary problem with these proposals
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is that they do not conform to the EPC Gen2 standard, because the implementation

of the hash function in passive RFID chips is still not feasible. Also, pseudonyms

guarantees only tag privacy that is, tag identifiers (EPC) are not released into the

communication channel. For the requirements of locational privacy, which is needed to

prevent an attacker from being able to track a holder’s tag, the tag must transmit a

fresh pseudonym every time the tag is interrogated.

To solve mutual authentication in the EPC Gen2, Konidala and Kim [116] propose

a mutual authentication scheme (TRMA) to protect the tag’s access password. How-

ever, Lim and Li [128] show that even a passive attacker could recover the password.

Lim and Li found that a passive attacker could recover the tag’s access password by

eavesdropping a single run of the protocol and performing correlation analysis on the

captured information. In [117], Konidala et al. propose an improved version that uses

the tag’s access and kill passwords. The authors propose using a PadGen function

chain of length 2. The outer function is computed over the kill password, while the

inner function works over the access password. This newly-proposed PadGen function

is currently not employed in the EPC Gen2 and also their protocol requires the Pad-

Gen function to be invoked about four times during every protocol run. A well-known

requirement with the RFID is that to keep the delay in communication between a tag

and reader minimal. The time-outs for communication messages in EPC Gen2 are

very short to achieve a fast read time. A tag performing many operations will lead to

a longer delay and, thus, frequently being dropped from the protocol session.

Peris et al. propose ultra-light weight mutual-authentication protocols, M2AP [163]

and EMAP [162]. The protocols use pseudonyms to guarantee tag privacy; specifically,

an index-pseudonym is used by an authorised reader to retrieve the information associ-

ated with a tag. In their protocol a key is divided into several sub-keys that are shared

between the legitimate tags and the readers (back-end database). Both readers and

tags use these sub-keys to construct the messages exchanged in the mutual authen-

tication phase. In [124, 125], Li et al. present a de-synchronisation attack and a full

disclosure attack on Peris’s proposals. The attack was based on an active adversary

obtaining the secret information on the tag using several incomplete protocol runs. In
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[49], Chien et al. also propose a more efficient full-disclosure attack also using an active

adversarial model. However, a serious attack on Peris’s schemes was demonstrated by

Bárász et al. [14] that showed how even a passive attacker could find the tag’s identifier

and the secrets shared by the reader and the tag after eavesdropping on only on a few

consecutive protocol rounds.

In [65], Duc et al. propose a tag-to-backend server authentication protocol. During

the manufacturing period, the EPC, and the tag’s access PIN are assigned by the

manufacturer. Then, the manufacturer chooses a random seed and stores it in the tag’s

memory and the corresponding back-end server’s database entry. The security of Duc

et al. ’s scheme greatly depends on key synchronisation between the tags and the back-

end server that is achieved by a session-end command sent to both tags and readers. As

observed by Chien-Chen in [50], the interception of this command message will cause

a synchronisation loss between the tag and the server, thereby causing them not to

authenticate each other. This de-synchronisation can be exploited by a counterfeit tag

that can replay the data from the previous run to authenticate itself. The protocol also

lacks forward secrecy, because an attacker in possession of a compromised tag is able

to identify the past communications where the compromised tag was involved. Chien-

Chen in [50] also propose an extension to Duc et al. ’s protocol that resolves its security

issues and offers forward secrecy, but they were found to be flawed by Burmester et

al. [35]

Burmester et al. [35] propose a family of trivial RFID authentication protocols

(TRAP), where security was proven under the universal composability model [40]. The

two protocols of interest are TRAP-2 that provides anonymity and TRAP-3, which pro-

vides strong privacy with forward secrecy. The authors also proposed a modification

to the EPC Gen2 PRNG, based on the argument that the security of the EPC random

generator is weak. Their main concern was the EPC Gen2 probability requirement for

the next number prediction. The EPC Gen2 requires that the 16-bit random drawn

from a tag’s PRNG should not be predictable with a probability better than 0.025%,

given the outcomes of all prior draws. For cryptographic security, the next-bit predic-

tion in a random bit generation should be p = 0.5 + ǫ, where ǫ is negligible. The EPC
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Gen2 bounds P by 0.025%, therefore, for (0.5+ ǫ)16 < 0.025%, we obtain the bound of

ǫ as 0.094. The authors suggests that this bound is not sufficiently small, and thus the

0.025% bound should be lowered by at least one order to provide cryptographic security

for the tag’s 16-bit PRNG. The main drawbacks with the Burmester et al. proposal

are that only TRAP-2 is EPC Gen2 compliant and that it does not offer either mutual

authentication or strong privacy guarantees. Though the author proposed a TRAP-3

that aims to provide mutual authentication, the protocol requires a 32-bit PRNG and

48-bit keys, which are currently beyond the capabilities of low-cost RFID tags and are

not supported by the EPC Gen2.

3.3 Mutual Authentication Protocol for EPC Gen2

compliant Tags

A primary goal for our proposed protocol is to provide mutual authentication but still

be compliant with the EPC Gen2 RFID requirements. The authentication protocol

involves only three moves. It uses a pseudo random number to provide anonymity for

the tag, as in [35]. Though we also recommend the modifications to the PRNG proposed

in [35], our proposal still uses only a 16-bit PRNG and 16-bit CRC in compliance with

the EPC Gen2.

3.3.1 Preliminaries

Assumptions

The protocol works under the following assumptions.

1. The communication channel between the reader and the server (back-end) is

secure and authenticated. However, the tag and the reader communicate over

an insecure channel and the communication is subject to both passive and active

attacks.

2. The server maintains a secure database containing a set of values for each tag
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that it manages. We assume adequate security measures are in place to protect

both the server and the database.

3. The PRNGs used are cryptographically secure and all entities agree on the func-

tions used in the protocol.

4. Unlike many prior works, we also assume that the reader has limited computa-

tional resource. In most real life scenarios, the reader is typically a hand-held

device that provides mobility and, thus, is not capable of performing resource-

intensive computations (such as database searches).

Restrictions

Computational: the primary restriction in protocol design relates to the number of

computations that can be performed on the tag. For the EPC Gen2, we must restrict

ourselves to using only one call to the 16-bit PRF. Though, the EPC Gen2 does not

place any restriction on the number of CRCs that can be used, we would like the tag

computation to be minimum. In our proposal, the tag employs only one 16-bit CRC

and two XOR operations, during a protocol run.

Communicational: a tag is in the reader’s communication range for only a short

duration of time. Thus, there is a communicational restriction on the amount of data

exchanged between the tag and the reader. The amount of data transfer should thus

be limited to only a few bytes. Our proposal uses three rounds and the total amount of

data transferred is only 8-bytes, which is a significant improvement over many previous

RFID proposals supporting mutual authentication.

3.3.2 Security Goals

The EPC Gen2 compliant protocol should meet the following security goals:

• Mutual Authentication: a reader should be able to verify and securely identify a

tag securely that might be subject to a replay or spoofing attack. Conversely, a

tag should be able to confirm that the reader requesting the information is au-

thentic. By assuming that only an authenticated reader can access the back-end
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server database (where the communication would normally be achieved using a

wired or high-speed medium), server authentication can be excluded from con-

sideration.

• Confidentiality or Data Privacy: an adversary should not be able to obtain any

information from the tag-reader communication that would allow the attacker to

obtain the tag’s identity (EPC) or its passwords.

• Privacy (Location): the communication between a reader and a tag should pro-

vide no information that could enable an attacker to trace and/or recognise tags.

That is, the messages from a tag should be indistinguishable and non-linkable to

any specific tag.

• Forward Privacy: a compromised tag should not reveal any information about

previous tag-reader transactions.

3.3.3 Protocol Description

Initialisation

• An initiator (for example, the interrogator of a tag manufacturer) energises the

tag T and assigns a tag identifier (EPC) that will identify the object to which

the tag will be attached. The initiator also assigns a value to a pseudonym P .

Though the value of P can be the same as the 16-bit EPC, it is beneficial to

have them segregated. The value P is constantly updated during every protocol

round and thus requires it to be written over the previous value. The segregation

helps when storing the EPC in a read-only memory and the pseudonym P in

write-access memory. It can be also noted that the initial value of P can be

obtained as a function of the EPC, which can provide additional verification on

the first run of the protocol.

• The initiator also stores other information such as, the access password (K), the

kill password (KP ), program counter values, CRC values etc. in the appropriate

memory bank as specified in [66].
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• The initiator also sends any information pertaining to tag identification to the

back-end server S of the object owner that interconnects the various tag readers

R. The server S, stores the information in a database DB, where for each tag an

entry is of the form: 〈EPC, P,K〉.

Authentication Protocol

The proposed authentication protocol is given in Figure 3.3.

• The server S generates a 16-bit random nonce N and send it to the reader R,
which is forwarded to the tag T

• The tag retrieves the 32-bit access password K, its pseudonym P and computes

L1 = (K1 ⊕ P )‖N , where K = K0‖K1 and K1 is 16 least significant bits of the

access password. The tag then draws two 16-bit numbers M0 and M1 from the

32-bit PRF and computes L2 = K0⊕M1, where K1 is the 16 most significant bits

of the access password. The tag replies the reader with its pseudonym P and M0

• The reader transmits the tag message (P,M0) to the server. The server computes

L′ = (K1⊕P )‖N and draws M ′
0 from PRF(L′

1) for every key K = K0‖K1 in DB.
If there is a match M ′

0 = M0, then the tag is authentic. Else it is rejected. The

server then computes L′
2 = (K0 ⊕M1) and computes a 16-bit CRC on L′

2. The

server sends the reminder α′ from the CRC division back to the reader, which in

turn transmits it to the tag.

• The tag computes the confirmation value α by computing the CRC on L2. If

there is match on the confirmation value α′ = α the reader is authentic. The tag

updates its pseudonym with P = M1.

3.4 Security Analysis

In this section, we give a brief security analysis of our proposed scheme. We first

provide an overview of the CRC security and then present our claims on how our
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Tag Reader/Server

N ∈R Z16
N←−−−−−−−−−−

L1 = (K1 ⊕ P )‖N
M0,M1 ⇐ PRF (L1)
L2 = (K0 ⊕M1)

P,M0−−−−−−−−−−→
For (K0, K1) in DB

L′
1 = (K1 ⊕ P )‖N

M ′
0 ⇐ PRF (L′)

M ′
0

?
= M0

L′
2 = (K0 ⊕M1)

α′ ⇐ CRC(L′
2)

α′

←−−−−−−−−−−
α⇐ CRC(L2)

α′ ?
= α

P = M1

Figure 3.3: EPC Gen2 Compliant Mutual Authentication Protocol

proposal satisfies the security requirements that were identified in Section 3.3.2.

CRC security: normally when a CRC checksum is employed, the message and

its corresponding CRC checksum are sent together. But, in our protocol, we do not

reveal the message, but rather send only the 16-bit checksum. We are able to employ

this treatment, because the message is known to both the sender (reader) and the

receiver (tag) and this implementation provides us with some distinct advantages. An

adversary trying to convince a tag about the legitimacy of the checksum (α′) has either

to have knowledge of the input values (K0 and M1) or be able to guess the checksum

(with a high probability). The input M1 is pseudo-random, and thus the probability

an adversary being able guess the inputs is relatively low. According to the birthday

paradox [138], if the key is n-bit long, the chance that there exists a collision on M1 is

roughly 1
2n/2 .

Claim 1 The proposed protocol provides mutual authentication: Authentication is
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based on the security of the PRF and the key K. To prove mutual authenti-

cation we have to show that (a) the adversary cannot identify itself to a reader

as a tag and (b) to a tag as a reader.

For case (a), the tag embeds the pseudonym P , the key K1, together with the

random N as inputs to the PRF. A reader can re-compute the output of the

PRF (M ′
0) and verify against the value (M0) received from a tag. An attacker

to impersonate T , needs to compute a valid response pair (P ,M0), that is, the

attacker either needs to compute the input values to the PRF or guess the PRF

outputM0. To compute PRF input values, the attacker needs to know the output

value from the PRF for the last protocol run (M1 which is the pseudonym P in

the current run) and the access password K. Because M0 is pseudo-random and

K is secret, the protocol provides secure tag authentication.

For case (b), to impersonate as a reader the adversary should be able to compute

L′
2 and the confirmation value α′ with a high probability. But as previously

identified, the probability an adversary is able guess the values is negligible.

Claim 2 The protocol guarantees information privacy : the tag details (EPC, P , K)

are stored in the server’s database which is assumed to be secure. Thus, only a

legitimate server will be able to extract the tag-specific keys and the identifiers

based on the information sent by T . Because it is also assumed that the reader

and the server communicate via a secure and authenticated channel, the privacy

of the tag information is guaranteed.

Claim 3 The protocol guarantees location privacy : the tag uses a pseudonym P that is

pseudo-random, and is updated after each run (every interrogation of either a le-

gitimate or a malicious reader) of the protocol. The tag responds to a reader’s re-

quest only by sending P and M0. An eavesdropper can neither link tag responses

to previous responses from the same tag, nor distinguish one tag’s response from

another’s. Therefore, it is difficult to track the location of a tag.

Claim 4 The protocol is forward secure: to prove forward secrecy we need to show
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that the adversary cannot desynchronize the updating process of the key K of a

tag or link a tag whose key was compromised by earlier protocol flows.

For the first condition, even if an adversary either prevents or replaces the confir-

mation value α′ before reaching T , the disruption in the protocol will not result

in T updating its pseudonym P , because T does not update its pseudonym P

until it receives a valid confirmation value α. Even if such attacks are repeated,

an adversary will be unable to produce a valid α to be able to convince the tag

T . For the second condition, we can observe that, even if the key K is com-

promised, the values N,M0,M1, L1, L2 and P cannot be linked, because they are

psuedo-random.

Claim 5 The protocol is secure against replay attacks : the protocol is a challenge-

response authentication scheme that uses pseudo-random numbers to resist replay

attacks. The messages N , P , M0 and α are fresh for every protocol round and

cannot be reused in other sessions.

3.5 Summary

The EPC Gen2 standard has led to the wide-spread deployment of passive RFID tags,

but it has also raised many security concerns. Designing an EPC Gen2-compliant se-

cure protocol is particularly challenging owing to computational and communicational

restrictions. In this chapter, we discussed and identified its weaknesses and showed

that it is vulnerable to various attacks. We also showed that many proposals in the

literature have failed to develop a secure protocol that is compliant with the EPC

Gen2. Recognising this need, we proposed a new mutual authentication protocol and

analysed its security. In contrast to many previous protocols, our newly-proposed mu-

tual authentication protocol also considers the reader to be resource-restrictive, which

yields us an efficient protocol with little restriction on the type of reader necessary for

communication. The security of our proposed protocol can be easily enhanced if we

consider adopting the cryptographic hash functions or the MAC instead of the CRC
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and the PRNG. However, currently it is infeasible in the EPC Gen2 tags to support

these cryptographic functions.
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4
Hardware-based Security in Identity

Documents

The next two chapters examine the use of hardware security modules in identity doc-

uments. The communication mechanism is similar to the RF-based devices used in

product identification, where the operating energy is extracted from the signal sent by

the reader. Devices implemented in document identification are computationally more

capable and are comparable to those of the semi-passive devices. They are capable

of performing complex cryptographic functions, such as public-key and symmetric-key

encryption, digital signatures and hash functions, and also have the higher storage

capabilities to support such functions. The two most dominant applications for such

hardware devices are electronic passports (ePassports) and electronic identity cards

(eID cards). Though, there are differences in the type of data stored or accessed,

59
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both ePassport and eID cards have a very similar design with regard to implemen-

tation and security protocols. Both are based on pre-defined standards, such as the

ISO/IEC 14443, ISO/IEC 7816 and ISO/IEC 9796, that determine their data storage,

communication protocols, authentication and digital signature mechanisms.

In this chapter, we first present a brief overview of electronic document identifica-

tion and the factors that have accelerated their uptake. We then provide a technical

overview of ePassport implementation and perform a formal security analysis of ePass-

port implementation using model-checking tools. In this chapter, we focus primarily

on the first-generation implementation of ePassports, which is currently the de facto

implementation for ePassports, whereas the next chapter focuses on the second gener-

ation of ePassports that are still being standardised and are expected to replace the

first generation ePassports within a few years.

4.1 Electronic Identity Documents

Since the 9/11 attacks in 2001 in the USA, countries have begun evaluating their na-

tion’s intelligence and security infrastructure. To strengthen their border security, the

United States Federal Government enacted ‘The Enhanced Border Security and Visa

Entry Reform Act of 2002’ that, among other measures also dictated the use of “tech-

nology standards and interoperability requirements respecting development and imple-

mentation of the integrated entry and exit data system and related tamper-resistant,

machine-readable documents containing biometric identifiers” [1]. The legislation called

for countries participating in the Visa Waiver Program (VWP) to be compliant with

The International Civil Aviation Organisation (ICAO), DOC 9303 standard [96] for

electronic and biometric-enabled passports. The VWP enables citizens from about 27

countries to travel to the USA and stay up to 90 days for either tourism or business

without obtaining a visa. However, the USA Border Security Act placed a new re-

striction that required citizens of participating countries to have an ePassport issuing

system in place by 26 October 2006, to continue as members of the program.

Currently, over 45 countries have adopted biometric-enabled passports and the wide
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deployment of ePassports can be attributed mainly to ICAO efforts. Even before

the USA Border Security Act, the ICAO commenced a comprehensive revision of its

documents and presented the first version of the ePassport specifications in 2004. The

USA VWP considerably accelerated ePassport deployment throughout the world.

The ePassports introduced stronger border security mechanisms and, similarly, the

eID cards are being introduced to replace identification cards, such as drivers licences

and healthcare cards, to strengthen a country’s internal security. The USA introduced

the Real ID Act of 2005 [2] that calls for the interoperability of driver license databases

among its States, together with machine-readable technology for all driver licenses

issued in the USA. Similarly, the UK’s National Identity Cards [85], Belgium’s eID

[11], Germany’s Personalausweis [70] and other countries have introduced, or are in the

process of deploying, electronic identity cards that can support biometric identification.

Similar to ePassports, most eID cards also have an integrated contact-less microchip

that stores biometric and identification data and communicates with a reader using a

radio frequency.

4.2 ICAO ePassport Specification

The ICAO established five task forces under the New Technology Working Group

(NTWG) to develop a standard for Machine Readable Travel Documents (MRTD) [96].

The ICAO standard DOC 9303 [96] for MRTD describes a contact-less smart card mi-

crochip that conforms to ISO-14443 [99], embedded within an ePassport booklet. The

microchip duplicates the information that is recorded in the Machine Readable Zone

(MRZ) of an ePassport and the information that appears on an ePassport bio-data

page. The ePassport standard provides details about establishing a secure communi-

cation between an ePassport and an Inspection System (IS), the authentication of an

ePassport, details on storage mechanisms and biometric identifiers that should be used.

The chip also includes an electronic copy of the bearer’s photo. The digital photograph

of the individual provides a facial biometric that can be used for automated identifica-

tion processes by employing facial recognition technology. Most implementations of the
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ePassports by various countries have a single identifier only, the facial biometric. But

the chip has sufficient capacity to include extensions, such as fingerprints and electronic

visas if necessary, for future applications.

4.2.1 Operation of ePassport

An ePassport bearer presents the document to a border security officer. The border

security officer scans the MRZ information in the ePassport through a MRZ reader and

then places the ePassport near a chip reader to fetch data from the chip. The border

security officer verifies the content stored in the chip using Passive Authentication (PA)

(cf. §4.2.4). The ICAO also recommends the use of a Basic Access Control protocol

(BAC) (cf. §4.2.6), so that the communication between the chip and the reader is via

an encrypted communication channel. The channel is then used to verify the integrity

of the documents by either Active Authentication (AA) (cf. §4.2.5) or passive authen-

tication. Both basic access control and active authentication are optional, whereas,

passive authentication is mandatory.

4.2.2 Data Structure

For interoperability, the ICAO ePassport guideline specifies details on how the data

should be stored in the microchip. The data elements are grouped together as a Data

Group (DG) and collectively stored in a Logical Data Structure (LDS). The ICAO

guideline segregates data elements into 19 data groups and the LDS is categorised into

three parts:

1. Mandatory. Data defined by the issuing state or organisation contains the

details recorded in the Machine Readable Zone (MRZ) that include passport

number, passport bearer’s name, nationality, date of birth, date of expiry, encoded

facial biometric image and a checksum of the individual data elements that are

used to derive the session key.
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2. Optional. Data defined by the issuing state or organisation, contains optional

biometric data for identification, such as, finger prints, iris scans, displayed iden-

tification data such as a digitised signature and any additional personal or doc-

ument details, such as contact details, proof of citizenship and endorsements.

3. Optional. Data defined by the receiving state or organisation, contain details

for automated border clearance, electronic visas and other travel records.

The data groups from one to 16 are defined by the issuing state and are write-

protected, whereas the data groups for 17 to 19 will be open for write-access to au-

thorised receiving states or organisations. Write-access is not supported in the first

generation, but is available in the second generation of ePassports. The LDS is stored

in the microchip using the file system as defined in ISO/IEC 7816-4 [102]. The dedi-

cated file (DF ) in the chip file system hierarchy stores the encryption, the MAC keys

used in basic access control protocol and the private key of the ePassport bearer that is

used in active authentication protocol. The elementary file (EF ) in the chip hierarchy

will store the security object descriptors (SOD) and data groups. The SOD contains

the hashes of the LDS data elements digitally signed by the issuing organisation (docu-

ment signer (DS)) and the corresponding certificate (CERTCSCA〈PKDS〉). An important

security feature is that the data groups are individually hashed and collectively signed

by the issuing state and stored in SOD, thus binding the biometric details with the

ePassport bearer details.

The PKI section of the ICAO’s ePassport document [96] makes an important dis-

tinction between an issuing state and an issuing organisation. The issuing state rep-

resents the country of ePassport origin whereas the issuing organisation represents a

passport issuing office within a country.

4.2.3 ePassport PKI

Each Country Signing Certification Authority (CSCA) is required to forward their self-

signed certificate (CERTCSCA〈PKCSCA〉), document signer certificates (CERTCSCA〈PKDS〉)



64 Hardware-based Security in Identity Documents

Country Signing 
Certification Authority

Document Signer

ePassport

ISSUING VERIFICATION

ICAO 
Public Key Directory

Document Verifier

Inspection System

ePassport

Certfies DS

Certifies eP

Send CRL, Certificates

Retrieve/Verify 
eP certificate

U
p
d
a
te
 C
R
L
s
 R
e
g
u
la
rl
y

Figure 4.1: ICAO Public Key Infrastructure

and certificate revocation lists (CRL) to the ICAO to be published at the ICAO PKI

directory (PKD). ICAO also recommends that issuing states replicate the PKD and

CRL both locally and bilaterally among participating states every 90 days.

ICAO suggests the CERTCSCA〈PKDS〉 be also stored in an ePassport chip, so a border

security centre could continue with active authentication in case a PKD was unavail-

able, but this can compromise security as identified later in §4.4.
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4.2.4 Passive Authentication

The mandatory passive authentication mechanism provides only a basic level of secu-

rity, because the communication is unencrypted. It is used to verify the integrity of the

data stored in the ePassport and, the authentication is passive because the ePassport

is not involved in any processing during the protocol. The mechanism by itself does

not authenticate the ePassport, but only confirms the correctness of the data in the

ePassport chip; therefore, it does not detect cloning or skimming attacks.

When an ePassport is presented to an IS, the IS retrieves the certificate of the

document signer CERTCSCA〈PKDS〉 (either through the ICAO PKD, and if PKD is not

available, from the ePassport itself), data elements from the LDS and, their signature

SOD from the ePassport. The IS verifies the signature on the SOD. It recalculates the

hash of the data elements in the LDS and verifies it with the hash in the SOD. The

protocol is deemed successful if both the signature and the hash verification algorithms

returns true.

ePassport Inspection System

SOD,LDS,[CERTCSCA〈PKDS〉]−−−−−−−−−−−→
Obtain PKDS , PKCSCA, CERTCSCA〈PKDS〉

VERIFYPKDS
〈SOD〉

LDS−−−−−−−−−−−→
Calculate H ′

LDS1...16

H ′
LDS1...16

?
= HSOD1...16

Figure 4.2: Passive Authentication

Currently, the USA is the only country that is implementing this level of security,

that is, only using the passive authentication protocol for ePassport verification. Owing

to the considerable debate and pressure from researchers and privacy advocates, the US

Federal Government is considering other optional security measures recommended by

the ICAO. This is in line with ePassport implementation from other countries that make

use of both basic access control and active authentication to provide better security.



66 Hardware-based Security in Identity Documents

4.2.5 Active Authentication

Active authentication is an optional security feature that relies on public key cryp-

tography to protect against chip modification and chip cloning. The ICAO guideline

uses ISO/IEC 7816 Internal Authenticate mechanism together with signature compu-

tation according to ISO 97986-2 Digital Signature scheme 1. Active authentication is

a challenge-response mechanism designed to detect if the chip within an ePassport has

been substituted or cloned. If active authentication is supported, the ePassport chip

stores the public key of the ePassport (PKeP ) in DG 15, and its hash representation

in the SOD. The corresponding private key (SKeP ) is stored in a secure section of the

chip’s memory. The protocol is initiated by the IS sending a 8-byte random nonce to

the ePassport. On receiving a challenge from the IS, the ePassport digitally signs and

returns the result. The IS then verifies the signature using the PKeP obtained from the

SOD.

ePassport Inspection System

RNDIS ∈R {0, 1}64
RNDIS←−−−−−−−−−−−

RNDeP ∈R {0, 1}64
M = RNDeP‖RNDIS

IHI(M) = SHA1(M)
MSG = M‖IHI(M)
S = SIGNSKeP 〈MSG〉

S−−−−−−−−−−−→
VERIFYPKeP 〈S〉

Obtain (M, IHI(M), RNDeP )
M ′ = RNDeP ‖RNDIS

IHI(M)′ = SHA1(M ′)

IHI(M)′
?
= IHI(M)

Figure 4.3: Active Authentication
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4.2.6 Basic Access Control

Basic access control is an optional security mechanism that uses the ISO 11770-2 Key

Establishment Mechanism 6 to form a secure communicational channel between an IS

and an ePassport chip. The protocol uses two secret keys (KENC , KMAC) that are

stored in the ePassport chip. The IS derives both these keys using scannable data

present in the MRZ, viz., the ePassport number, date of birth of the ePassport bearer,

date of ePassport validity, and then check digits for those values.

ePassport Inspection System

GET-C←−−−−−−−−−−−
RND2eP ∈R {0, 1}64

RND2eP−−−−−−−−−−−→
RND2IS,KIS ∈R {0, 1}64

S = RND2IS‖RND2eP ‖KIS

EIS = ENCKENC
〈S〉

MIS = MACKMAC
〈EIS〉

EIS‖MIS←−−−−−−−−−−−
VERIFY〈MIS〉, DEC〈EIS〉
Verify RND2eP
KeP ∈R {0, 1}64
R = RNDeP‖RndIS‖KeP

EeP = ENCKENC
〈R〉

MeP = MACKMAC
〈EeP 〉

EeP ‖MeP−−−−−−−−−−−→
Kseed = KeP ⊕KIS VERIFY〈MeP 〉

DEC〈EeP 〉
Verify RND2IS

Kseed = KIS ⊕KeP

Figure 4.4: Basic Access Control

The three-pass challenge-response protocol is initiated by the IS requesting a chal-

lenge from the ePassport chip. On receiving the challenge (RND2eP ), the IS creates

a checksum according to the ISO/IEC 9797-1 MAC algorithm 3 over the cipher-text

that contains the IS’s response to the chip’s challenge RND2eP and the keying material

KIS. The ePassport on obtaining the IS’s response creates a checksum that includes
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its keying material KeP . Both the IS and ePassport verify the MAC’s obtained and

decrypt the encrypted message to reveal both keying materials that form the ‘key seed’

Kseed. The Kseed is then used to derive a shared session key using the key derivation

algorithm described in following section (§4.2.7).

4.2.7 Key Derivation

The value c is a 32-bit counter that permits for deriving multiple keys from a single

seed. Depending on the whether a key is used for encryption or for a MAC, a value is

assigned to c:

• c = 1 (ie., ’0x 00 00 00 01’) for encryption

• c = 2 (ie., ’0x 00 00 00 02’) for MAC

The following steps are performed to derive both encryption and MAC keys that

are to be used in 3DES.

1. D = Kseed‖c

2. H1...20 = SHA− 1(D)

3. ka = H1...8 and kb = H9...16

4. Adjust parity bits for ka and kb to form correct DES keys.

4.3 Analysis of ePassport

Because passports are used as a primary form of identification and, because of the

nature of their stored contents (biometric and personal details) within an ePassport’s

chip, it is crucial that the document is tamper-resistant and also maintains the se-

crecy of the data. DOC 9303 [96] provides a brief description of security goals that

are achieved and cannot be achieved by the proposed mandatory and optional security

mechanisms. If a country implements only the mandatory security requirement (pas-

sive authentication), then authenticity and integrity of both the SOD and LDS are
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Method Security benefits Vulnerabilities/Weaknesses

Passive • Provides authenticity, • Failure to detect chip substitution.
Authentication integrity for SOD and LDS • Failure to prevent against

chip copy, unauthorised access
and skimming.

Active • Prevents against duplication • Implementation complexity as extra
Authentication of SOD and chip modification resources (Memory, CPU) are needed.
Basic Access • Prevents against skimming • Failure to detect chip substitution.
Control and eavesdropping • Failure to prevent against chip copy.

• Implementation complexity as extra
resources (Memory, CPU) are needed.

Table 4.1: DOC9303 security benefits and drawbacks

provided. It does not, however, prevent data copy, chip substitution or skimming, and

also does not prevent against an unauthorised access to the ePassport. For a greater

security the ICAO recommends the implementation of other security mechanisms, such

as, (1) active authentication to prevent copying of the SOD and chip substitution and

(2) basic access control to prevent skimming and eavesdropping on communications

between the ePassport and the IS. An overview of the DOC 9303’s security benefits

and drawbacks is given in Table 4.1.

4.3.1 Security Goals

We analyse ePassport protocols by first identifying their security goals that are both

explicit and implicit. We assume that a country implements the highest level of security,

that is, the country implements all three security measures, passive authentication,

active authentication and basic access control.

1. Data Confidentiality. Confidentiality is an important requirement for protect-

ing the secrecy and privacy of ePassport details. Confidentiality also provides

protection against forgery and spoofing attacks. To provide data confidentiality,

the communication channel between the IS and the ePassport should be secure,

typically, via encryption. An unauthorised party should not have access to any
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data elements within the LDS or keys stored in the DF of the chip file system

that contain the session and private keys.

2. Data Integrity. A strong integrity mechanism protects against tampering with

the chip’s contents. The DF , SOD and LDS should be secure against any unau-

thorised modifications, that is, any data tampering should be easily detectable

by the border security centre.

3. Data Origin Authentication. The data on the chip should be bound to infor-

mation on the MRZ and to the data that appears in the ePassport bio-data page

currently being examined by a border security officer.

4. Non-repudiation. The ePassport has an advantage, because the ePassport

bearer will be physically present at the border security checkpoint. Nevertheless,

it would be important to obtain an undeniable digital data from the ePassport

for future processing, for example, in case of an aftermath after a terrorist attack

to validate the entry of the ePassport bearer at a particular security checkpoint.

5. Mutual Authentication. As described in goal 3, it is important for the IS

to authenticate the ePassport, but it is also important for the ePassport to au-

thenticate the IS before divulging any personal information to the IS. This is

important to prevent an unauthorised ePassport reader from obtaining biometric

and personal details from an ePassport.

6. Certificate Manipulation: The IS should have a guarantee that certificates

presented by the ePassport are valid and match the data on the ePassport. ICAO

has implemented a PKI [189] that would store signature certificates from issuing

states and organisations.

7. Key Freshness and Key Integrity. The IS and the ePassport must have

satisfactory proof that a nonce generated during both active authentication and

basic access control protocols is fresh and the integrity of the derived session key

is preserved. Both parties should also have undeniable proof that the other party
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is in possession of a valid session key. Any previous compromised key should be

easily detected and the protocol run should terminate.

8. Forward Secrecy. The loss of session key or key used to generate a session key

(KENC and KMAC) should not compromise any future communications.

4.3.2 Related Work

Juels et al. [110] present some security and privacy issues that apply to ePassports. The

contact-less chip embedded in an ePassport allows the ePassport contents to be read

without direct contact with the chip reader and, importantly, even with the ePassport

booklet closed. The authors raised concerns on whether the data on the chip could

therefore be covertly collected by means of skimming or eavesdropping, when the en-

cryption key used in basic access control protocol gets compromised owing to the low

entropy of the key (the length of key being only 56 bits). Gaurav Kc and Paul Karger

[113] suggest that an ePassport may also be vulnerable to a splicing attack, fake fin-

ger attack, and attacks that can be carried out when an passport bearer presents the

passport to hotel clerks. Hoepman et al. [93] discusses unauthorised access, traceability

and skimming attacks on the basic access control in the context of a Dutch passport.

Monnerat et al. [143] focus on active authentication and discuss some of the privacy

issues, and, as a countermeasure, propose a GQ-based authentication protocol.

There have also been practical attacks owing to weaknesses in the basic access

control protocols: these were demonstrated by Witteman [194] on Dutch passports and

Grunwald [88] on German passports. Recently, Laurie [122] demonstrated a practical

attack on UK ePassports, where he was able to successfully clone an ePassport’s chip

while still hidden in an envelope. The cloning attack does not compromise border

security, because to do that, the attacker should be able to modify the details and

still maintain the integrity of the data and its corresponding hashes. However, the

cloning of an ePassport is a major privacy issue because the attacker would not only be

able to obtain the passport bearer’s details but also his biometric details stored in the

ePassport. The risk of eavesdropping is increased by the surveillance environment in
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which the border checks occur, particularly when border control processes become more

automated, as in the Australian SmartGate system [10], eavesdropping will ultimately

assist in the covert collection of ePassport data.

4.3.3 Formal Verification

Previous research works have identified many weaknesses in ePassports. We continue

this line of investigation by using a formal analysis of the ICAO ePassport standard,

using the model checking method (cf. §2.4.3).

The model checking approach has been very successful in finding faults in many

protocols [54, 131, 133, 142, 145, 158, 178]. The approach is based on modelling a

protocol as a finite state machine by specifying its properties and then using a model

checker to verify the systems properties. The advantages of using model checkers

is that the verification process is usually automated and if a verification fails on a

required property, the model checker lists the sequence of events that led to the property

being broken. An apparent limitation of this approach is that the verification of a

complex protocol suite can lead to an exponential growth of the state space making the

verification impossible. Thus, a formal model does not cover all aspects of a protocol.

Normally, the underlying functions are assumed to be true. The verification of the

simplified protocol that was formalised does not necessarily mean the full version of

the protocol is secure against attacks, but only suggests the well-defined protocol’s

requirements are satisfied. Nevertheless, it does provide an assurance to users and

designers about the relevant security goals that are met by the protocol.

To analyse ePassport protocols, we make use of Casper [75], a tool developed by

Gavin Lowe. Casper is a compiler that converts a high level specification of the pro-

tocol to a CSP [92] script. The CSP script can then be run on a model checker, such

as the FDR2 [134], to verify whether the protocol meets its security requirements. An

overview of the verification process using CASPER/CSP/FDR2 is provided in Ap-

pendix A
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4.3.4 Modelling ePassport protocols

The ICAO ePassport is a complex protocol suite that consists of three protocols, basic

access control, passive authentication and active authentication. Such a complex pro-

tocol suite is not only difficult to formalise, but also the verification of such systems

more often leads to an exponential explosion of the state space. Therefore, we do not

find many publicised works on the verification of such systems and, to the best of our

knowledge, ePassport protocols have not been formally verified.

We model the flow of the ePassport protocol as follows:

1. When an ePassport is presented at a border security checkpoint, the ePassport

and the IS execute the basic access control protocol to establish a session key to

secure all future communications.

2. On the successful completion of the basic access control protocol, the IS performs

a passive authentication.

3. On the successful completion of the passive authentication protocol, the ePassport

and the IS execute the active authentication protocol.

The ePassport authentication mechanism relies heavily on the PKI. We model only

one level of certification hierarchy up to the document signer and we assume that the

document signer public key certified by its root (country signing authority) is valid

and secure. This does not weaken the verification process of the ePassport protocol

suite, but only indicates that the model does not consider any weaknesses that might

exist in the PKI implementation by the countries and the ICAO. We also assume that

cryptographic primitives used in the system such as the hash functions, MAC, and the

generation of keys (3-DES) are secure against various forms of attacks that exist in

the literature. Our modelling of the ePassport protocols using Casper is presented in

Appendix B.
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4.4 Verification Using Casper/FDR

In ePassports data, confidentiality is provided by the basic access control protocol,

whereas the integrity of the ePassport chip contents, the LDS and the SOD is verified

by the IS using the passive authentication and active authentication protocols. The keys

KENC and KMAC are stored in the DF on the ePassport and the keys are generated

by an IS before initiating communication using the data in the MRZ that includes

the ePassport number, date of birth, ePassport validity date, and corresponding check

digits. The ICAO ePassport guideline states that the entropy of the key is, at most, 56

bits. The Juels et al. [110] analysis of USA passports reports that the entropy of the key

can further be reduced to ≈ 52 bits because of the USA ePassport numbering scheme,

because the first two digits are assigned to 15 ePassport issuing offices. Because of low

entropy, the key would be vulnerable to brute force attacks as demonstrated by [122].

The analysis of the ePassport protocol using the Casper and FDR2 verification

software proves that the protocol is vulnerable to the Grand-master Chess Attack [55].

Compiling with security specifications creates corresponding refinement assertions.

The secrecy specification results in an assertion

SECRET_M::SECRET_SPEC [T= SECRET_M::SYSTEM_S and its verification using the FDR2

results in an erroneous trace after 30 states with 135 transitions and the FDR2 debugger

reveals:

send.Reader.Chip(Msg1.GETC,<>)

INTRUDER_M::say.GETC

send.Chip.Reader.(MSG2,RNDC2,<>)

INTRUDER_M::say.RNDC2

send.Reader.Chip(Msg3,Sq.<

Encrypt.(KEYE,<RNDR2,RNDC2,KR>),

Encrypt(KeyM,<RNDR2,RNDC2,KR>)>)

INTRUDER_M::say.Sq<

Encrypt.(KEYE,<RNDR2,RNDC2,KR>),

Encrypt(KEYM,<RNDR2,RNDC2,KR>)>
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which can be intepreted as:

1. Reader -> I_Chip : GETC

1a. I_Chip -> Chip : GETC

2. Chip -> I_Chip : {RNDC2}

2a. I_Chip -> Reader : {RNDC2}

3. Reader -> I_Chip :

{RNDR2, RNDC2, KR}{KEYE},

{RNDR2, RNDC2, KR}{KEYM}

3a. I_Chip -> Chip :

{RNDR2, RNDC2, KR}{KEYE},

{RNDR2, RNDC2, KR}{KEYM}

4. Chip -> I_Chip :

{RNDR2, RNDC2, KC}{KEYE},

{RNDR2, RNDC2, KC}{KEYM}

4. I_Chip -> Reader :

{RNDR2, RNDC2, KC}{KEYE},

{RNDR2, RNDC2, KC}{KEYM}

and for assertion AUTH1_M::AuthenticateRESPONDERTo

INITIATORAliveness [T= which corresponds to the security goal that an ePassport

believes that it is involved in a conversation with the IS. Its verifications using the

FDR2 results in an erroneous trace after 12 states with 35 transitions and the FDR2

debugger reveals:

send.Reader.Chip.(Msg1,GETC,<>)

INTRUDER_M::hear.GETC

send.Reader.Chip.(Msg3,Sq.<

Encrypt.(KEYE,<RNDR2,KM,KR>),

Encrypt.(KEYM,<RNDR2,KM,KR>)>,<>)

INTRUDER_M::hear.Sq.<

Encrypt.(KEYE,<RNDR2,KM,KR>),
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Encrypt.(KEYM,<RNDR2,KM,KR>)>

INTRUDER_M::say.Sq.<

Encrypt.(KEYE,<RNDR2,KM,KR>),

Encrypt.(KEYM,<RNDR2,KM,KR>)>

which can be interpreted as:

1. Reader -> I_Chip : GETC

2. I_Chip -> Reader : KM

3. Reader -> I_Chip :

{RNDR2, KM, KR}{KEYE},

{RNDR2, KM, KR}{KEYM}

4. I_Chip -> Reader :

{RNDR2, KM, KR}{KEYE},

{RNDR2, KM, KR}{KEYM}

The trace from the security assertion can be interpreted that an intruder, during the

communication with an IS, is replaying messages from the chip, that is, the IS estab-

lishes a session key even though it is not sure if a chip is genuine.

Can this weakness be exploited? Once a secure communication is established be-

tween an IS and an ePassport, the IS retrieves data stored within the LDS and performs

an integrity verification using the issuing state’s certificate. A border security officer,

on receiving evidence that the LDS has not been tampered with, would authenticate

an ePassport bearer by using the facial biometric image stored in the LDS against the

person physically present at the checkpoint. Therefore, even if the messages are only

being replayed the data still has to be from an issuing state certified ePassport chip.

This weakness can be exploited because facial biometrics are view-dependent, and

are prone to inter-class similarities within large population groups, such as identical

twins, similar ethnic groups and are certainly possible in cases of human cloning. Be-

cause the probability of uniqueness using facial biometric is low, it is certainly possible

that a border security officer might not be able to differentiate between the facial bio-

metric data in the LDS and the person physically present at the checkpoint. Philips et



4.4 Verification Using Casper/FDR 77

al. [165] also point out that the false rejection rate could be as high as 43%, because the

majority of the algorithms used in facial biometrics are subject to illumination issues

and also depend on the type of camera used to obtain the initial image. Note that

ePassports store high-resolution images of the ePassport bearer to make verification

independent of the processing algorithms used by various countries. This introduces

another serious security weakness, an attacker can manipulate less significant bits of

images to find collisions for the hash functions used.

Even with these drawbacks, basic access control is important and should be imple-

mented because it prevents eavesdropping. The protocol is vulnerable to replay attacks,

but an intruder cannot decrypt the values (EIS or EeP ) used to form the session key

(Kseed).

The active authentication protocol, in addition to providing integrity, also protects

the ePassport against chip modification, that is, it binds the LDS with the ePassport

bearer’s secret key SKeP and authenticates the ePassport chip. Our verification of an

ideal active authentication protocol, that is, assuming that the basic access control

protocol was carried out in a secure way, indicates that there is no security weakness

in the protocol.

Assertions

SECRET_M::SECRET_SPEC [T= SECRET_M::SYSTEM_S

AUTH1_M::AuthenticateRESPONDERToINITIATOR

Aliveness [T= AUTH1_M::SYSTEM_1

AUTH2_M::AuthenticateINITIATORToRESPONDER

Aliveness [T= AUTH2_M::SYSTEM_2

AUTH3_M::AuthenticateINITIATORToRESPONDER

Agreement_rndr1 [T= AUTH3_M::SYSTEM_3

AUTH4_M::AuthenticateRESPONDERToINITIATOR

Agreement_rndc1 [T= AUTH4_M::SYSTEM_4

which corresponds to secrecy, the authentication of an ePassport to an IS, and from

an IS to an ePassport does not yield any erroneous traces. However, if we consider
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that an intruder was able to successfully run the basic access control protocol with the

IS by obtaining KENC and KMAC through a brute force attack as in [122] and thus

successfully computing the session key Kseed, then the assertions:

SECRET_M::SECRET_SPEC [T= SECRET_M::SYSTEM_S

AUTH2_M::AuthenticateINITIATORToRESPONDER

Aliveness [T= AUTH2_M::SYSTEM_2

AUTH3_M::AuthenticateINITIATORToRESPONDER

Agreement_rndr1 [T= AUTH3_M::SYSTEM_3

yields erroneous traces that indicate that weakness exists in the protocol.

Assertion SECRET_M::SECRET_SPEC [T= SECRET_M::

SYSTEM_S yields an error trace after four states and eight transitions and analysis using

the FDR2 debugger revels the following first-level trace.

send.Reader.Chip.(Msg1,Encrypt.

(KEYCR,<RNDR1>),<RNDR1>)

leak.RNDR1

This attack is obviously true, because the intruder is now in possession of the session

key and therefore able to decrypt any communication between the ePassport and the

IS. This would compromise the privacy of an ePassport bearer because of their personal

details and increase the risk of identity fraud.

Assertion AUTH3_M::AuthenticateINITIATORTo

RESPONDERAgreement_rndr1[T=AUTH3_M::SYSTEM_3 yields an erroneous trace after

eight states and 149 transitions. The FDR2 debugger revels the following second-level

trace

env.Chip.(Env0,Reader,<RNDC1,Reader>)

receive.Reader.Chip.(Msg1,

Encrypt.(KEYCR,<RNDM1>),<RNDM1>)

signal.Commit3.

RESPONDER_role.Chip.Reader.RNDM1
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From the above traces, we can interpret that an attacker is able to successfully

authenticate to the IS as a genuine ePassport. This is possible, because the session

key is compromised. This attack is theoretically possible, but in practice would not be

easy to implement, because the data is protected by a digital signature and it is com-

putationally in-feasible to generate a valid signature for a modified data. Nevertheless,

this weakness can be exploited by the attacker in lieu with the weakness in the facial

biometric systems, as discussed above. The combination of the weakness in both the

basic access control and the active authentication can be exploited by the intruder. An

attacker can now make a copy of the ePassport and authenticate successfully, thus de-

feating the primary security goals of the basic access control and active authentication

to prevent against chip substitution and chip copy.

Assertion AUTH2_M::AuthenticateINITIATORTo

RESPONDERAliveness[T=AUTH2_M::SYSTEM_2 yields an error trace after three state

and six transitions with the FDR2 debugger revealing the following second-level trace

env.Chip.(Env0,Reader,<RNDC1,Reader>)

receive.Reader.Chip.(Msg1,Encrypt.

(KEYCR,<RNDM1>),<RNDM1>)

signal.Commit2.RESPONDER_role.Chip.Reader

The above trace points to an important security goal that is not met: the mutual

authentication between an ePassport and an IS. The IS believes that it has successfully

authenticated the ePassport but there is no proof that the ePassport has successfully

authenticated the IS. The authentication of the IS by the ePassport depends on the

fact that only a genuine IS would be able to obtain KENC and KMAC from the MRZ

to perform the basic access control protocol and compute the session key Kseed used

in the active authentication protocol. We have seen that this is not necessarily true.

An attacker in possession of the keys KENC and KMAC (because of low entropy and

brute force attacks as in [122]) will be able to masquerade as an IS and successfully

authenticate to an ePassport.

From the above traces it is also clear that the ePassport protocol does not satisfy any
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key-related security goals such as freshness and integrity. Key integrity is not satisfied,

because an attacker is able to successfully run the basic access control protocol and

obtain the session key Kseed used to form a secure communication channel. There are

no guarantees provided to either the ePassport or the IS regarding key freshness. The

nonce generated by either the IS, the ePassport or both may not contain the sufficient

randomness that is necessary for a security protocol. An eavesdropper might be able to

collect information about several runs of the protocol and perform a cipher-text with a

known partial plain-text attack to obtain the session key and/or the MRZ information

that is necessary to create KENC and KMAC . This would also compromise the security

goal of forward secrecy. An ePassport has an average validity of about 10 years. Any

loss of KENC or KMAC keys makes the ePassport vulnerable to skimming and snooping

attacks.

Though we were unable to make a formal analysis of the security goals non-repudiation

and certificate manipulation, an informal analysis of the ePassport protocols reveals

they are also prone to infrastructure-based attacks. Public key certificates (for both

the document signer and the country signing certificates) are held by the ICAO in a

central repository. The ICAO’s ePassport guideline states that each border security

checkpoint should update their certification hierarchy list individually. This is neces-

sary to perform a valid verification during the active authentication protocol, because

the secret key of an ePassport is certified by the issuing country. The drawback is that

an attacker may be able to mount a DOS attack on the border security checkpoint cer-

tificate server before arriving or, in co-ordination with others, to prevent the certificate

server from updating and thus prevent the border security checkpoint from verifying

the validity of the signatures in the ePassport. Because the border security checkpoint

now relies on the CERTCSCA〈DS〉 stored within the ePassport and does not have access

to an updated revocation list, the attacker will be able to validate a non-valid signature

in the ePassport. The ICAO ePassport guideline acknowledges this issue and states

that in such a case a border security checking officer should rely on the conventional

methods that were in place before ePassport for verification of the ePassport bearer

existed. However, this defeats the entire purpose of introducing ePassports.
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4.5 Summary

In this chapter, we presented an overview of the current ePassport implementation and

provided a formal security analysis. We used the Casper/CSP/FDR model checker to

verify our security goals. Our analysis has shown that the current security measures

that are in place are weak and do not meet our security goals.

• The ePassport protocols do not satisfy our goal for data origin authentication,

because it can be subject to replay and grand-master chess attacks, and the

weakness can be exploited in cases where problems with facial biometrics exists.

• Data confidentiality is also compromised when an attacker is able to obtain the

encryption and MAC keys stored in the ePassport chip using information pre-

sented in the MRZ.

• We were able to prove that this further affects the security goals for active au-

thentication protocol, mutual authentication, key freshness and key integrity.

• An informal analysis of the ePassport system reveals that it may also be vulner-

able to certificate manipulation, because it is dependent on the PKI, which is

prone to DOS attacks.
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5
Securing ePassports

As identified in the previous chapter, the ICAO ePassport proposal has numerous secu-

rity weaknesses. To resolve those concerns, the ICAO instructed the New Technology

Working Group (NTWG) to develop a set of new protocols for ePassports. The NTWG

proposed a new standard called the Extended Access Control (EAC), based on the Eu-

ropean Union’s (EU) ePassport proposal [94]. A primary goal of the EAC is to provide

mutual authentication (in particular, authentication of the IS) and additional security

for biometrics. Current implementations of the first-generation ePassports have a sin-

gle biometric identifier based on the facial biometric, whereas the second-generation

will include both fingerprints and iris scan biometric identifiers.

In this chapter, we start by providing an overview of the EAC-enabled ePassports.

We then perform a security analysis and identify weaknesses in the newly proposed

protocols. Because the EAC proposal fails to provide adequate security and introduces

83
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new security weaknesses and implementation issues of its own, we propose an alterna-

tive to the EAC that covers the entire ePassport protocol suite. Our proposed solution

fixes the drawbacks in the current EAC proposal and provides the following enhanced

security features (1) prevention of biometric information being released to a malicious

IS in possession of the MRZ details, (2) enhanced communication security between an

ePassport and an IS, (3) protection against passport skimming and, (4) reduced PKI

interactions.

5.1 Extended Access Control

To resolve the security and privacy concerns that have been identified in the first-

generation ePassports, the EU issued an ePassport specification [94] to restrict access

to secondary biometric identifiers such as fingerprints and iris scans. Countries with bi-

lateral agreements will be able to perform EAC-based authentication and obtain access

to fingerprint and iris images. The EAC ePassport specification is based on the authen-

tication techniques proposed by D. Klüger from German Federal Office for Information

Security (BSI) [118, 119], and now includes two new authentication protocols, Chip

Authentication (CA) and Terminal Authentication (TA). The EAC also included mod-

ifications to the existing PKI. The Country Signing Certification Authority (CSCA) is

now required to certify Document Verifiers (DV) in other countries that in turn certifies

Inspection Systems (IS) present at a country’s border security checkpoint. Figure 5.1

provides an overview of the modified PKI hierarchy.

5.1.1 ePassport Operation with the EAC

The EAC involves the following four steps:

1. The ePassport bearers presents their document to a border security officer who

scans the MRZ on the ePassport through a MRZ reader and then places the

ePassport near an IS to fetch data from the ePassport chip. The ePassport and
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Figure 5.1: EAC Public Key Infrastructure

the IS establish an encrypted communication channel by executing the Basic

Access Control (BAC) protocol.

2. The IS and the ePassport then perform a mandatory chip authentication (CA).

3. The chip authentication is followed by passive authentication (as in the first-

generation ePassport).

4. Terminal authentication (TA).

Only when all the protocols are completed successfully, does the ePassport release

sensitive information such as secondary biometric identifiers. If an IS does not support
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the EAC, the ePassport performs the collection of protocols as specified in the first-

generation ePassports.

5.1.2 Chip Authentication

Chip Authentication is a mandatory EAC mechanism that replaces the active authen-

tication proposed in the first-generation ePassports. It involves a Diffie-Hellman key

agreement (DHKA) [58] and is followed by passive authentication. It is performed

after a successful basic access control and provides both a means of authenticating

the ePassport and generating a new session key. The ePassport uses a static Diffie-

Hellman public key while the IS uses an ephemeral key. The protocol begins with the

ePassport sending its public key (PKeP ) and its domain parameters (DeP ) to the IS. The

IS then generates an ephemeral Diffie-Hellman key pair (SK′IS,PK
′
IS) using the same

domain parameters and sends the newly-generated public key to the ePassport. Both

the ePassport and the IS derive a new session key K. Chip authentication is imme-

diately followed by passive authentication, which allows an IS to verify if the PKeP is

genuine. The authenticity of the ePassport is established once the ePassport proves

that it knows the session key; this happens implicitly when the derived session key is

used to communicate successfully with the ePassport.

ePassport IS

SKeP , PKeP , DeP
PKeP , DeP−−−−−−−−−−→

Generate ephemeral key pair
SK′IS, PK

′
IS, DeP

PK
′
R←−−−−−−−−−−

K = DHKA(SKeP , PK
′
IS, DeP ) K = DHKA(SK′IS, PKeP , DeP )

Figure 5.2: Chip Authentication
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5.1.3 Terminal Authentication

Terminal Authentication is also a mandatory EAC mechanism that involves a two-pass

challenge-response protocol and allows the ePassport to authenticate an IS. The TA is

only carried out after a successful run of both the chip authentication and the passive

authentication, because it provides only an a unilateral authentication of the IS. During

terminal authentication, the IS is required to send a certificate chain (CERTIS〈〉 ←
CERTDV 〈〉 ← CERTCV CAH 〈〉), where the certificate CERTCV CAH〈〉 is from the ePassport’s

home country CA, which is also stored within the ePassport. The chain indicates that

the visiting country’s IS is certified by a visiting country’s Document Verifier (DV)

that, in turn, is certified by the ePassport’s home country CVCA. After the certificate

chain is validated by the ePassport, it sends a challenge to the IS. The IS responds with

a digitally-signed message that contains the received challenge, the ephemeral public

key used in chip authentication and the ePassport ID (IDeP ), where, IDeP is the

document ID obtained from the ePassport’s MRZ. If the ePassport successfully verifies

the signature received, then it has successfully authenticated the IS, and provides access

to the extra biometric identifiers.

ePassport IS

RndeP
RndeP−−−−−−−−−−→

z = IDeP ||RndeP ||H(PK ′
IS)

sIS = SIGNSK′IS〈z〉
sIS←−−−−−−−−−−

VERIFYPK′IS〈sIS〉

Figure 5.3: Terminal Authentication

5.1.4 Security issues in EAC-based ePassports

The EAC provides a much better security compared to the first-generation ePassports.

Nevertheless, the EAC proposal still relies on the basic access control protocol to derive



88 Securing ePassports

the initial session key needed to access the ePassport bearer’s details, including the

facial biometric. Therefore, because of the inherent weaknesses in the basic access

control protocol as discussed in the previous chapter keys that have insufficient entropy,

the EAC proposal also suffers from the same weaknesses. Though the access to the

secondary biometric is restricted, an adversary can still obtain the biographic and facial

biometric information.

The EAC proposal makes extensive use of the PKI. Both chip and terminal authen-

tication protocols require the verification of the certificates involving the entire certifica-

tion hierarchy. The ePassport initially contains the root level certificate (CERTCV CAH 〈〉).
This is written into the ePassport chip by the country’s document issuer at initialisa-

tion1. Because the ePassport chips are time-less devices, that is, they do not have any

internal clock, this makes them vulnerable to attacks using expired certificates.

Klüger [118, 119] acknowledges this vulnerability and proposes that an ePassport

should write the CERTCV CAH 〈〉 with the latest certificate obtained when it performs

a terminal authentication with a visiting country’s IS. During the first run of the

terminal authentication, the time of expiry of the CERTCV CAH〈〉 (that was initially

written) is used as a reference time to validate the visiting country’s IS certificate, and

after a successful run of the protocol, the ePassport will store the CERTCV CAH 〈〉 that is
present in the certificate chain received from the IS. Nevertheless, the protocol is still

vulnerable to attacks that use expired IS certificates. The validity of the IS certificates is

considerably shorter when compared to the CVCA certificates. A compromised IS even

if its certificate had expired, would still be able to authenticate itself to an ePassport

and obtain access to sensitive ePassport information including fingerprints and iris

scans, that were intended to be protected by the EAC. The attack is more effective for

infrequently-used ePassports. Such ePassports would be more vulnerable because they

have only the initially written CERTCV CAH 〈〉, which itself may have expired. Because

the ePassport uses the time on the CERTCV CAH 〈〉 as a reference point, it would accept

any certificate, as long as its validity is prior to the current reference time recorded on

the ePassport.

1Initialisation here refers to the time an ePassport is issued
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The approach of sending the certificate chains can also lead to a Denial-of-Service

(DOS) attack on an ePassport. Because an IS terminal is not authenticated during

or before the chip authentication, a malicious terminal could flood the ePassport by

sending many public keys and certificates. Because of the limited memory that is

available in an ePassport chip, the ePassport chip could run out of memory, essentially,

stopping the ePassport from functioning in the desired manner.

Compared to the first-generation ePassport standard, the EAC proposal also intro-

duces new security weaknesses. The ePassport now requires write-access to the ePass-

port chip to update its CERTCV CAH〈〉. This could be used by an illegitimate ePassport

bearer to update the ePassport chip with false information. The EAC does not specify

any guideline about how write-access would be controlled; it can, potentially, lead to

conflicting implementations among various countries. Another drawback of the EAC

proposal is the cross-certification among the countries. Every country implementing

the EAC would be required to certify the other country’s document verifiers. Essen-

tially, that means that each document verifier certifying an IS will need to be certified

by the CSVA of every participating country. The EAC recommends that the validity

of the document verifier certificates be one third of the CVCA certificate’s validity

period. This becomes a extremely complex undertaking for each country with respect

to certifying other participating country’s document verifiers and the maintenance of

the revocation lists.

The EAC also does not resolve the Grandmaster Chess Attack [55] to which the first-

generation passports were vulnerable. The basic access control protocol is used only

to form a session key for an encrypted communication channel between the ePassport

and an IS, but it does not provide authentication. Therefore, the ePassport establishes

a session key even though it is not sure if an IS is genuine. This also raises concerns

regarding the privacy of the ePassport bearer. The ePassport chip sends its identifica-

tion details (public key) during chip authentication, even before it has authenticated

the IS. Therefore, this would make it very easy for an attacker to track an ePassport

bearer, because an attacker is not required to authenticate to an ePassport before ob-

taining the details from the ePassport. The EAC also does not provide any guarantees
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regarding the freshness or origin of the messages.

5.2 An On-line Secure ePassport Protocol

To resolve the security issues identified in both the first- and second-generation of

ePassports, in this section, we present an on-line secure ePassport protocol (OSEP

protocol). The proposed protocol leverages the infrastructure available for the standard

non-electronic passports to provide mutual authentication between an ePassport and

an IS. Currently, most security organisations are involved in passive monitoring of

the border security checkpoints. When a passport bearer is validated at a border

security checkpoint, the bearer’s details are collected and entered into a database. The

security organisation compares this database against the database of known offenders

(for instance, terrorists and wanted criminals). The OSEP protocol changes this to an

active monitoring system. The border security check-point or the DV can now cross-

check against the database of known offenders themselves, thus simplifying the process

of the identification of criminals.

The new proposal provides the following security features:

• An ePassport discloses its information stored on the ePassport chip only after a

successful authentication of the IS. This prevents revealing the ePassports identity

to a third party that is not authorised or cannot be authenticated. This prevents

the covert collection of ePassport data from ‘skimming’ or ‘eavesdropping’ at-

tacks that were very effective against both the first- and the second-generation

ePassports.

• The OSEP protocol provides proof-of-freshness and the authenticity for messages

between the participating entities.

• The OSEP protocol uses the existing ICAO PKI implementation (as in first-

generation ePassports) and eliminates the need for cross-certification among the

participating countries, as required by the EAC (second-generation ePassports).
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• The OSEP protocol eliminates the need for certificate chain verification by an

ePassport. Only the top level certificate (CERTCV CA〈〉) is required to be stored in

an ePassport, thus reducing the memory requirements and preventing a malicious

reader from performing a DOS attack on an ePassport.

• The OSEP protocol also requires an IS to provide proof-of-correctness for public

key parameters to an ePassport. This allows an ePassport to verify that an IS is

using the correct domain parameters and to prevent related attacks [8, 195].

5.2.1 Initial Setup

All entities involved in the protocol share the public quantities p, q, g where:

• p is the modulus, a prime number of the order 1024 bits or more.

• q is a prime number in the range of 159-160 bits.

• g is a generator of order q, where ∀i < q, gi 6= 1 mod p.

• Each entity has its own public key and private key pair (PKi,SKi) where PKi = g(SKi)

mod p

• Entity i’s public key (PKi) is certified by its root certification authority (j), and

is represented as CERTj〈PKi, i〉.

• The public parameters p, q, g used by an ePassport are also certified by its root

certification authority.

5.2.2 Phase One - IS Authentication

Step 1 (IS) When an ePassport is presented to an IS, the IS reads the MRZ in-

formation on the ePassport using an MRZ reader and issues the command GET

CHALLENGE to the ePassport chip.

Step 2 (⌉P) The ePassport chip then generates a random eP ∈R 1 ≤ eP ≤ q− 1 and

computes KeP = geP mod p, playing its part in the key agreement process to
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establish a session key. The ePassport replies to the GET CHALLENGE command

by sending KeP and its domain parameters p, q, g.

eP −→ IS : KeP , p, q, g

Step 3 (IS) On receiving the response from the ePassport, the IS generates a random

is ∈R 1 ≤ is ≤ q−1 and computes its part of the session key as Kis = gis mod p.

The IS digitally signs the message containing MRZ value of the ePassport and

KeP .

SIS = SIGNSK
IS
〈MRZ‖KeP 〉

It then contacts the nearest DV of the ePassports issuing country and obtains its

public key. The IS encrypts and sends its signature SIS along with the ePassport’s

MRZ information and KeP using the DV’s public key PKDV .

IS −→ DV : ENCPK
DV
〈SIS ,MRZ,KeP 〉, CERTCVCA〈PKIS , IS〉

Step 4 (DV) The DV decrypts the message received from the IS and verifies the

CERTCVCA〈PKIS , IS〉 and the signature SIS . If the verification holds, the DV

knows that the IS is genuine, and creates a digitally-signed message SDV to prove

the IS’s authenticity to the ePassport.

SDV = SIGNSK
DV
〈MRZ‖KeP‖PKIS〉, CERTCV CA〈PKDV ,DV〉

The DV encrypts and sends the signature SDV using the public key PKIS of IS.

DV −→ IS : ENCPK
IS
〈SDV , [PKeP ]〉

The DV may choose to send the public key of the ePassport if required. This has

an obvious advantage, because the IS system now trusts the DV to be genuine.
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It can obtain a copy of ePassport’s PK to verify during ePassport authentication.

Step 5 (IS) After decrypting the message received, the IS computes the session key

KeP is = (KeP )
is and encrypts the signature received from the DV, the ePassport

MRZ information and KeP using KeP is. It also digitally signs its part of the

session key Kis.

IS −→ eP : Kis, SIGNSK
IS
〈Kis, p, q, g〉, ENCKePis

〈SDV ,MRZ,KeP 〉

Step 6 C On receiving the message from the IS, the ePassport computes the session

key KeP is = (Kis)
eP . It decrypts the message received using the session key and

verifies the signature SDV and VERIFYPKIS
〈SIGNSK

IS
〈Kis, p, q, g〉〉. On successful

verification, the ePassport is convinced that the IS system is genuine and can

proceed further in releasing its details. All further communications between an

ePassport and IS are encrypted using the session key KeP is

5.2.3 Phase Two - ePassport Authentication

Step 1 C The IS issues an INTERNAL AUTHENTICATE command to the ePassport. The

ePassport on receiving the command, the ePassport creates a signature SeP =

SIGNSKeP 〈MRZ‖KeP is〉 and sends its domain parameter certificate to the IS. The

entire message is encrypted using the session key KeP is.

eP −→ IS : ENCKePis
〈SeP , CERTDV 〈PKeP 〉, CERTDV 〈p, q, g〉〉

Step 2 (IS) The IS decrypts the message and verifies CERTDV 〈p, q, g〉, CERTDV 〈PKeP 〉
and SeP . If all three verifications hold then the IS is convinced that the ePassport

is genuine and authentic.

During the IS authentication phase, an IS sends the ePassport’s MRZ information to

the nearest ePassport’s DV, which could be an ePassport country’s embassy. Embassies

are DV’s because they are allowed to issue ePassports to their citizens and because most
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embassies are located within an IS’s home country, any network connection issues will

be minimal.

Sending the MRZ information is also advantageous, because the embassy now has

a list of all its citizens that have passed through a visiting country’s border security

checkpoint. We do not see any privacy implications, because, in most cases, countries

require their citizens to register at embassies when they are visiting a foreign country.

5.3 Analysis of ePassport scheme

This section identifies the important security goals required in an ePassport protocol

providing key agreement with mutual authentication, and performs a security analysis

of our proposed OSEP protocol.

5.3.1 Requirement Analysis

The two most important requirements for providing border security are the identifica-

tion of the passport bearer and the authentication of the passport data. The digital

nature of the data stored in an ePassport makes them easy to be either copied or al-

tered. Therefore, an ePassport protocol will need to ensure security requirements that

will affect the electronic data storage and transmission. Though, [96, 119] provides a

brief overview security goals for ePassports, their description are limited and do not

consider the goals that are essential for analysing the cryptographic protocols. Our

security goals for an ePassport system are:

Goal 1 Identification After the successful completion of an ePassport protocol, both

the ePassport and the IS must obtain guarantees (unforgeable proof) of other

entity’s identity.

Goal 2 Authenticity After a successful completion of an ePassport protocol, both the

ePassport and the IS must have guarantees on the authenticity of the messages

received during the conversation with each other, and should also have an unde-

niable proof-of-origin of the messages.
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Goal 3 Data confidentiality Data confidentiality during an ePassport protocol run is

guaranteed by the security of the session key agreed between the ePassport and

the IS. Therefore, if an ePassport completes a single protocol run with the under-

standing that it has negotiated a session key K with an IS, the same ePassport

is guaranteed that no other third-party has learnt key the K and if the IS com-

pletes the protocol run, then it associates the key K with the ePassport. Data

confidentiality of the information stored in an ePassport chip is not considered,

because it is protocol-independent, but is necessary for the ePassport protocol to

detect if information was tampered with; this is provided by our integrity goal.

Goal 4 Integrity The integrity of the data in an ePassport chip is guaranteed by

signatures. Therefore, during a run of an ePassport protocol, if an IS successfully

verifies and validates the signatures on the messages from an ePassport, then the

IS obtains a guarantee that the information held in an ePassport chip has not

been modified by any third party or the ePassport bearer after its initialisation

by the document issuer.

Goal 5 Privacy In every run of an ePassport protocol, the ePassport bearers are as-

sured that their ePassport’s digital identities are revealed only to the authenti-

cated IS involved in the current protocol run.

Goal 6 Session key security Both entities, an ePassport and an IS, have proof that

each run of an ePassport protocol is unique and comprises long term keys, and

does not compromise the session keys derived in previous protocol runs.

5.3.2 Security Analysis of OSEP protocol

In this section, we present a brief security analysis of the OSEP protocol. We first list

our assumptions and then our claims on the OSEP protocol’s security that corresponds

to our security goals described in §5.3.1.
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Assumptions

• In an OSEP protocol, both an ePassport and an IS instantiate a non-concurrent

protocol run (session) between them, whereas the session connections between an

IS and a DV may run concurrently.

• An IS is always the initiator of a protocol run and an ePassport is always the

responder.

• The underlying security for Diffie-Hellman (DH) key exchange; the Decisional

Diffie-Hellman (DDH) assumption holds.

• Cryptographic primitives such as symmetric and public key encryption, digital

signatures, message authentication codes and hash functions are secure under the

standard security notions in the cryptographic literature.

Lemma 1. If the encryption scheme used in the protocol is secure against a CCA2

attack then at the end of the OSEP protocol, both the eP and the IS will complete

matching sessions and get the same session key.

Proof (Sketch) : Because the signature algorithm is secure against existential forgery

by adaptive chosen-message attack (by assumption), the MRZ information together

with the randomness of the KeP and Kis guarantees the freshness of the message and

binds the message with the two communicating parties. Therefore an attacker cannot

forge or modify a message. For attackers to forge or modify a message that is acceptable

by the IS or the eP , they would need to forge the signature on the SIGNSKIS〈Ki, p, q, g〉
in phase 1, step 5 or forge the signature on the SeP in phase 2, step 1. This contradicts

our presupposition.

Furthermore, the digitally signature generated by eP contains the freshly generated

session key KeP is. This prevents the replay of messages from a previous run by an

adversary who does not have the knowledge to generate signatures on both the KeP

and KeP is.

Theorem 5.3.1. The protocol provided in Section 5.2 is SK-secure if the encryption

scheme adopted is secure against a CCA2 attack.
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Proof. To prove our protocols are SK-secure [42] (refer appendix C), we have to prove

that the eP and the IS get the same session key after they complete the matching

sessions and that an adversary cannot distinguish the session key KeP is from a random

value with a non-negligible advantage. The former directly follows Lemma 1 and the

following Lemma provides proof for the later.

Lemma 2. Assuming the DDH and the signature scheme is secure, then an attacker

cannot distinguish the session key KeP is from a random value with a non-negligible

advantage.

Proof (Sketch) : The proof is by contradiction. Assume that an attacker can distin-

guish the session key KeP is from a random value with a non-negligible advantage η. In

the C-K model, the key exchange attacker is not permitted to corrupt the test session

or its matching session, so an attacker cannot directly get the session key KeP is from

an attack on the OSEP protocol. Therefore, the attacker has two possible methods to

distinguish KeP is from a random value.

• The attacker learns the session key KeP is

• The attacker successfully establishes a session (other than a test or its matching

session) that has the same session key as the test session.

The first method means that, given g, geP , gis, gα, the attacker is able to distinguish

α = eP is from a random value. This contradicts our DDH assumption. For the second

method, there are two strategies an attacker can take.

1. After the eP and the IS complete the matching sessions, the attacker establishes

a new session with either the eP or the IS . However, this session key will be not

the same as KeP is because the values eP and is are chosen randomly by the eP

or the IS .

2. The attacker intervenes during the run of the protocol and makes the eP and the

IS receive the same session key but not complete matching sessions. This is not

feasible either because from Lemma 1, we know that an attacker cannot succeed

in this intervention.
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Thus from Lemma 1 and Lemma 2, we know that the C and the IS will get the

same session key after the completion of the matching sessions and the attacker cannot

distinguish the session key from a random value with a non-negligible advantage. In

accordance with the definition of the SK-security, the OSEP is SK-secure.

Theorem 5.3.2. The OSEP provides undeniable proof of identification of both the eP

and the IS

Proof (Sketch) : The message sent to the eP by the IS in step 5 of the IS au-

thentication phase includes the values, SDV , MRZ and KeP . The signed message SDV

contains public key of the IS verified by the DV, so it is sufficient for the eP to verify

SDV to successfully identify the IS as genuine.

An adversary wishing to falsely identify as an IS will need to forge SDV . SDV can

be only generated with a valid DV’s secret key (SKDV). Thus, an adversary cannot

forge SDV , because he does not have the knowledge of the SKDV .

An adversary, not in possession of either the KeP is or the SKeP will not be able to

identify as a genuine eP , as in EP authentication phase the eP is required to digitally

sign its MRZ and the freshly generated session key KeP is. Therefore, the OSEP

provides non-refutable proof of identification for both the IS and the eP .

Theorem 5.3.3. The OSEP provides perfect forward secrecy under a relaxed privacy

requirement and partial forward secrecy under strict privacy requirement.

Proof (Sketch) : We define a strict privacy requirement as, the ePassport protocol

guarantees that no information about the ePassport bearer will be available to any unau-

thorised entities. A relaxed privacy requirement is defined as, the ePassport protocol

guarantees that the digital identity or biometric information of an ePassport bearer will

not be available to any unauthorised entities.

The OSEP provides partial forward secrecy under the strict privacy requirement,

because the loss of the long-term secret key of both the IS and the DV will reveal

the MRZ information of an ePassport. But, the compromise of a long-term key does
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not compromise the previous-established session keys. Also, any loss of a session key

in the previous protocol runs does not compromise the future runs of an ePassport

protocol. Thus under the relaxed privacy requirement, the OSEP provides perfect

forward secrecy.

In addition, in the OSEP, ePassport bearers are guaranteed that the protection of

their digital identity from an unauthenticated IS and unknown adversaries because

the digital identity of an ePassport bearer PKeP is revealed only in the step one of

the EP authentication phase. The EP authentication phase follows a successful IS

authentication phase, therefore the eP is assured on the IS’s identity. The digital

identity is also protected from any adversary’s eavesdropping on the communication,

because it is encrypted using the fresh secure-session key established during the IS

authentication phase.

The OSEP also provides a tamper-detectable integrity check for the data in an

ePassport’s chip. The integrity of the ePassport data provided in the OSEP is similar

to that provided by both the first- and the second-generation ePassports. The data

stored in an ePassport’s chip is hashed and digitally-signed by the ePassport’s document

signer at the time of initialisation. Therefore, as a consequence of assumption four that

hash functions and digital signatures are secure the OSEP protocol provides a tamper-

detectable integrity. An adversary wishing to authenticate the modified data will need

to forge the digital signature of the document signer on the hash values. This is not

feasible because the adversary does not have the knowledge of the document signer’s

private key SKDS .

To summarise, the proposed OSEP is a simple and efficient protocol; its main

advantage is that it not only protects the ePassport chip’s data from an eavesdrop

during the communication, but also restricts the access to an unauthenticated IS. The

protocol requires very little modification to the existing PKI implemented by the first-

generation ePassport standard. An obvious disadvantage of the OSEP is the on-line

nature of its authentication mechanism. An IS is required to contact the ePassport

country’s DV and authenticate itself before it can continue communications with the

ePassport. This process might incur some delay, but we expect this delay to be minimal
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because the communication between an IS and a DV is generally carried out over a

high-speed network.

5.4 Summary

The security techniques implemented in both the first- and second-generation ePass-

ports do not adequately protect an ePassport bearer. The first-generation ePassport

standard is vulnerable to brute force attacks, because session keys generated have a

very low entropy. The second-generation ePassport proposal requires extensive modi-

fications to the existing infrastructure, and still relies on the first-generation standard

to provide a secure connection to protect the primary biometric identifiers. Both the

standard have ignored the need to protect the ePassport details while setting up a

communication; this makes the ePassport bearer vulnerable to identity theft and covert

surveillance.

The risk of identity theft or illegal entries into a country are further increased

when ePassports can be used along with a SmartGate system [10], that are currently

being implemented in Australia. ePassports also introduce facial biometric recognition

for the verification of an ePassport bearer, which is less intrusive when compared to

other biometric systems. However, facial biometrics are not very secure because of the

relatively low uniqueness factor and are prone to inter-class similarities. Unattended

border control check-ins increase the risk of fraudulent facial biometric verifications

being undetected and eavesdropping on communications between the ePassport and

the IS.

In this chapter, we have proposed a new on-line ePassport protocol that resolves

many of the weaknesses in both the first- and second-generation ePassport protocols.

The proposal also offers significant security advantages. These security measures will

make it extremely hard for a malicious user to authenticate as a genuine ePassport

bearer or as an IS. The proposed protocol also protects the details of an ePassport

bearer from an unauthorised IS, thus reducing the threat of identity theft. The pro-

posed protocol also uses the existing PKI infrastructure used for the first-generation
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ePassport standard and eliminates the need for sending a certificate chain as proposed

in the second-generation ePassport standard. This makes an ePassport under the OSEP

protocol less vulnerable to DOS-based attacks.

Electronic passports are an important step in the right direction. They enable

countries to digitise their security at the border control and provide faster and safer

processing of the ePassport bearers. The OSEP strengthens this process by providing

an enhanced ePassport security measure.
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6
Privacy Enhancements for Active Devices

6.1 Privacy Issues with Active Devices

While passive and semi-passive devices harvest their operating energy from a reader,

active devices have a directly-connected power source that enables them to communi-

cate with a reader and power their circuitry. Having a directly-connected power source

makes active devices extremely suitable for long-range and high-speed communication,

in addition to being capable of performing computationally-intensive tasks. For ex-

ample, the EPC Global Class 4, UHF-based (Ultra High Frequency) active devices

operating at 433MHz can communicate over 100 meters, and thus are typically used in

container identification in warehouses, medical equipment identification and the iden-

tification of defence equipment (in war zones) that are prone to various environmental

103
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interference. Recently, active devices in the super high frequency or microwaves op-

erating at 2.45 GHz and 5.8 GHz have been developed [6], which integrate into the

existing IEEE wireless LAN standards (such as 802.11 a/b/g/n) that also operates at

similar frequencies.

Passive devices require a reader to initiate the communication, thus restricting the

nature of the information that is obtained. For example, the tracking of an ePassport

can be performed only in selected locations where a compliant reader exists. With

active devices, the communication is typically initiated by the device itself; thus, the

tracking of the entity attached to a device is no longer restricted to only a selected

few locations. Because active devices are being integrated into location based solu-

tions (such as, using satellites and assisted-GPS [129, 183]) with real-time monitoring

capabilities, the privacy problems become obvious.

Dedicated hardware-based co-processors performing cryptographic and mathematically-

intensive operations have been in existence for a long time. Recently, many companies

have begun embedding active hardware-based security modules into various comput-

ing devices, such as mobile telephones, GPS devices, personal computers and network

equipments, to provide a hardware-based endpoint security. One such implementa-

tion that is widely popular is the Trusted Platform Module (TPM). Promoted by

the Trusted Computing Group [3], the Trusted Platform Module (TPM) is a tamper-

resistant hardware chip that forms the basis of trusted computing. The TPM is a secure

chip that provides a hardware-based approach to manage user authentication, network

access and data protection. The hardware chip is bound to the motherboard of the com-

puting device, and stores certificates, keys and performs the necessary cryptographic

operations. A TPM also enhances multi-factor authentication and complements bio-

metric readers by securely storing the keys associated with the biometric within the

module. Because TPMs can be integrated with other traditional enterprise tools, such

as an active directory and a Novell eDirectory, they provide a seamless method of inte-

grating certificate-based, biometric and hardware-based authentication techniques. A

TPM also provides other security services, such as a secure boot and sealed storage:

an overview of a TPM and its security features is provided in Appendix D
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The deployment of the TPM raises some valid privacy concerns. Privacy protection

in a TPM currently involves two mechanisms, Privacy CA-based attestation (TPM

v1.1) [187] and Direct Anonymous Attestation (TPM v1.2)[33, 188]. In a Privacy CA-

based attestation, the authentication is based on the direct use of the TPM’s EK.

This method will compromise the anonymity of the module, because all transactions

performed by the same TPM can be linked. Furthermore, it will compromise the

anonymity of the user associated with the module, because the users/TPMs activity

can be tracked. Based on the security requirement of a non-revealable master public

key in a TPM, Brickell et al. in [33] propose a method for direct anonymous attesta-

tion (DAA) that provides anonymity for a user, based on the Camenisch-Lysyanskaya

credential system [38]. The current solution for the DAA is a computing intensive

construction. To complete all cryptographic calculations in real time, the computation

has to be distributed between the TPM and its host, typically, the device to which it is

attached. This introduces an obvious security weakness in the system. Now the crypto-

graphic computations are not performed only by the trusted hardware security module

and are therefore prone to software-based vulnerabilities in the host system that the

TPM is intended to protect against. Also, the scheme [33] does not provide a secret

key linkability for the pseudonyms that are generated. Consequently, the TPM must

maintain a database of those identities and the associated secret keys. This database

can get quite large if the TPM serves a large group of users. Typically, the database

would have to be stored outside the chip, thus defeating the purpose for which the

TPMs were introduced.

Another issue that is often voiced with respect to TPMs is users privacy when using

Digital Rights Management (DRM)-based software. A DRM system, when combined

with a TPM introduces a new security layer where the encryption keys and certificates

can be bound to a specific platform and copies can be limited to only that specified

platform. This has raised concerns from privacy groups about the purchase of such

a TPM-based DRM enabled software. For example, a primary concern is that the

purchase of music or movie content should remain anonymous, protecting the user’s

privacy. Because the DRM-based software will now employ information about users
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and their platforms, there are fears that the owners of the software products can employ

a tracking system that records information about the users and their platform, thus

linking them to specific content.

In this chapter, we try to resolve these privacy issues by proposing a pseudonym

system for active devices. The system provides restricted anonymity and supports

colligation between a trusted high value secret key and newly-generated pseudonyms.

We first provide a brief overview of the pseudonym systems and their related work.

We then provide the details on the construction of an anonymous certification system

and cryptographic techniques that underpins our construction. We then present our

pseudonym system and discus the security of our proposed construction. Finally, we

discuss the integration of our proposed pseudonym system in a TPM-based setting.

6.2 Pseudonymns

The use of pseudonyms have been proposed as a mechanism to hide a user’s iden-

tity by providing anonymity, while still being suitable to authenticate the holder of

the pseudonym in a communication system [45]. David Chaum argues that using

pseudonyms provides a way to allow a user to work anonymously with multiple or-

ganisations by allowing the users to obtain a credential from one organisation using

their pseudonym and obtain services using that credential from another organisation

without revealing their true identity [45]. To this end, Chaum and Evertse devel-

oped a pseudonym system and propose a RSA-based implementation while relying on

a trusted centre that must sign all credentials [46]. Chen extends the scheme from

[45] and presents its discrete-logarithm version that relies on a trusted centre [48]. An

advantage of these schemes is that they allow the users to generate pseudonyms, giving

the users a greater degree of control over their identity. However, these schemes have a

common weakness. Although the identity of a user is hidden, the credentials (such as

the certificates of their public key) or pseudonyms can be easily shared (unauthorised

transfer) with other users.

Based on the security of preserving a high-value (master) secret key, Canetti et
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al. [41] and Lysayanskaya et al. [135] independently propose non-transferable pseudonym

systems. Though credentials obtained on pseudonyms can be used anonymously, the

authors of [41] assume that the certification authority (CA) grants credentials only

when each user has revealed their true identity to them. This makes their scheme

prone to collusion between a CA and a verifier, because the real identity associated

with the user pseudonym can be deduced. The scheme from [135] protects against

an unauthorised transfer of the user credentials by forcing a user to reveal the master

secret key should they choose to share their credentials. But the scheme shares the

same weakness as in [41] – during the registration phase, users are required to disclose

their true identity (master public key) to a CA.

6.2.1 Scope and Contribution

This chapter presents a pseudonym system that is based on the public key crypto-

system. The main idea is to use a single, trusted master secret key with many matching

public keys (pseudonyms). The proposed system gives users the ability to generate

multiple pseudonyms (that are independent of the master public key) from a trusted

master secret key. An important property of the system is that it provides the users

with the ability to generate signatures using the master secret key, which are verifiable

using certificates that were issued against pseudonyms.

To consider an example, a TPM contains a certified public-secret key pair. The

public key is certified by its manufacturer and recorded on the TPM chip at the time

of manufacturing. The certified public key of the chip can be used to authenticate

the machine with the TPM. The TPM is used to further certify public keys of users

associated with the machine. A verifier can authenticate a user based on the certificate

chain consisting of the user certificate, the TPM certificate and the manufacturer’s

certificate. However, revealing the identity of the machine to every verifier would not

only compromise the anonymity of the machine, but also the anonymity of the user(s)

of the machine. It is possible to identify a user using their pseudonyms, but the verifier

trusts only the TPM chip’s certified public key and not the operating system of the

machine or any newly-generated pseudonyms. Therefore, we require a system that gives
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a user the ability to generate and control the use of the multiple identities, based on a

trusted master identity (TPM’s certified public key). Here, the pseudonyms should not

only be independent of the master identity (anonymity), but also there is a relation

between all pseudonyms generated1 and the trusted master secret key stored in the

chip (we call this relation colligation).

Anonymity and colligation are in some sense contradictory. Anonymity requires

that, it is impossible (at least computationally) for an entity with knowledge of a

pseudonym, to link that pseudonym with either the master identity or any other gen-

erated pseudonym. Whereas, colligation requires that the prover be guaranteed that

there is an underlying link that exists between all pseudonyms (that appear to be

unrelated to each other) was generated from the trusted master secret key. Previ-

ously published proposals like, [38, 41, 45, 48, 53, 135] that achieved anonymity have

considered a user’s identity that consists of public-secret key pair as a single unified

structure. Under such assumption it is unfeasible to obtain both anonymity and col-

ligation. We aim to segregate the structure and provide anonymity to a user but still

maintain colligation between pseudonyms generated using the user’s master secret key.

The implication of this structure is that, a user’s master secret key becomes highly

valuable, as all his pseudonyms are linked directly to the secret key.

6.2.2 Anonymous Certification System

User anonymity and colligation between the master secret key and the user-generated

identities is of paramount importance. To provide anonymity to the user-generated

identities (pseudonyms), our proposal will make use of an anonymous certification

scheme, such as a scheme with blind signatures. An anonymous certification system

is necessary to provide anonymity to a user and to prevent collusion between a certi-

fier and a verifier. To this end, we will employ the modified blind signature scheme

1To a certifier it is essential that the system provides a guarantee that all pseudonyms from a
particular TPM can be traced back to a single secret key; but a verifier needs proof of this binding
between the master secret key and only the pseudonym that are currently presented with. We do not
make this distinction here.
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(refer Section 6.3.4) proposed by Pointcheval [166]. Note that any anonymous certifi-

cation scheme that supports non-transferability and the revocation of anonymity can

be employed with some necessary modifications. To provide colligation between the

generated pseudonyms and the master secret key, we can use any one-way function.

In our construction we use a squaring modulo a composite integer. In this section, we

first we describe the model of an anonymous certification scheme that will provide cer-

tificates for user-generated identities (pseudonyms). In the remainder of this section,

we summarise the main cryptographic building blocks used in our constructions.

The anonymous certification system (ACS) represents the certification process of a

public key by a certifier who does not know the public key. This is essentially a Chaum

blind signature [44] on the public key of the user, that is, it provides anonymity to the

receiver2.

A typical ACS consists of four entities and three protocols. The entities are, a user

U , a verifier V, a certifier C and a trustee (tracer) T . The protocol suites include: a

certification protocol, where U interacts with C to obtain a certified pseudonym, that is,

the pseudonym is blindly signed; an identification protocol, where V interacts with U to

authenticate U ’s credential and provide services; a trace protocol, where T participates

and is invoked to trace the real identity associated with U ’s pseudonym.

System setting

The user, U , chooses a modulus Ni, such that a Ni = p
(i)
1 p

(i)
2 , is a product of two

distinct large primes each congruent to 3 (mod 4), (p
(i)
1 , p

(i)
2 are Blum integers [27]), an

element g ∈ ZNi
whose order is φ(Ni) = (p

(i)
1 − 1)(p

(i)
2 − 1) and where i is the number

of pseudonyms. We also require the modulus for pseudonyms to be different; otherwise

anonymity can be compromised trivially by merely maintaining a list of modulus. The

user chooses a master secret key SKU0
∈ ZN0

and publishes the master public key PKU0

= gSKU0 mod N0 (which represents the user’s true and public identity). The certifier C
publishes its public key PKC = gSKC mod Nc while keeping the corresponding secret

key private. The certifier also publishes the public key of the Trustee T , (for tracing
2Whereas, group signature schemes as employed by [33] provide anonymity to the source.
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and revocation) which would be of the form PKT = gSKT

1 mod NT , where g1 ∈ ZNT
.

Every user registers with a certification authority to obtain a certificate of the form

CERTC〈PKU0
〉.

Protocol Certify

The certification involves two steps, the certification of the master public key and

the certification of the pseudonyms. In an TPM-based setting the master public key

is certified by the manufacturer, and the following describes the certification of the

pseudonyms.

The user, U , generates pseudonyms of the form (PKU1
, . . . , PKUl

) using the identity

generation process described in Section 6.3.3. The users then identify themselves (using

the master public key) to the certifier and engages in a certify protocol to obtain a

certificate for a pseudonym PKUi
. The value of PKUi

is never revealed to the certifier.

We shall express this phase as

(PKUi
, CERTC〈PKUi

〉)← Certify(U , C, CERTC〈PKU0
〉)

that is, ‘ U engages in the certify protocol with C using CERTC〈PKU0
〉 to obtain a

certificate on PKUi
, CERTC〈PKUi

〉’.

Protocol Identify

A user U who wishes to avail services offered by a verifier V, engages in an identification

protocol to convince that they possess the necessary credentials. We shall express this

phase as

〈PROOFUi
〉 ← Identify(U ,V, PKUi

, CERTC〈PKUi
〉, PKT )

that is, ‘ U engages in an identification protocol with a verifier V using the psuedonymn

PKUi
and CERTC〈PKUi

〉 and which contains the encryption of the identity under the

public key PKT ’.
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Protocol Trace

A verifier who needs to trace the identity of the user contacts the trustee T by providing

the transcript from an identification protocol 〈PROOFUi
〉. We shall express this phase

as

(PKU0
)← Trace(V, T , PKUi

, CERTC〈PKUi
〉, 〈PROOFUi

〉)

that is, ‘ V engages in the tracing protocol with T using the values PKUi
, CERTC〈PKUi

〉
and proof of identity use 〈PROOFUi

〉 to obtain the master identity PKU0
’.

6.3 Pseudonym System Colligated with Master Se-

cret Key

We first outline our security assumptions and cryptographic tools used, and then

present our scheme that consists of four phases, identity generation, certification, iden-

tification and trace.

6.3.1 Assumptions

Our system relies on the following assumptions:

• Assumption 1 (Factoring) For any probabilistic poly-time algorithm G that on

input 1|N | produces factors ofN , where N is a composite of two prime number,

p1 and q1, such that for any probabilistic polynomial time algorithm A , the prob-

ability that A can factor N is negligible, that is, the probability of its success is

negligible in the length of 1
poly(|N |)

.

• Assumption 2 (Square Root) for any probabilistic polynomial-time algorithm

A that on input N and a, where N is a composite of two prime numbers, p1 and

q1 and a ∈ QRN is a quadratic residue, the probability that A can output b, such

that b2 ≡ a mod N is negligible, that is, the probability of success is smaller

than 1
poly(|N |)

.
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• Assumption 3 (Square Decisional Diffie-Hellmann) The square decisional Diffie-

Hellman (SDDH) problem is to distinguish between distributions of the form

(g, ga, ga
2

) from (g, ga, gr), where r is random and a uniformly-chosen integer

from {1, . . . , N − 1}. We assume that there exists no probabilistic polynomial-

time algorithm G that can solve a random instance of the SDDH problem with

probability 1
2
+ 1

poly(|N |)
.

We also use the Chaum and Pederson construction [47] as a sub-protocol for an

interactive proof of knowledge for the discrete log problem (DL-EQ). Their protocol

[47] was designed for the case when a group of the exponents has a prime order,

whereas, in our protocol, the group of the exponents have a composite order. However,

as suggested by [39], the proof of knowledge of a discrete logarithm from different

groups (DL-EQ) holds even when working over a cyclic sub-group of Z∗
N . We combine

the DL-EQ with the El-Gamal encryption over a composite modulus [74] to encrypt

the master identity of the user under the public key of the trustee, verifiable by the

certification authority.

6.3.2 System Setting

The system involves four entities. A user U who holds a long-term certified public key

PKU0
(we shall call it the master public key), and wishes to hide his identity from a

verifier V. The public keys are certified by a certification authority C and a trustee T
responsible for tracing the pseudonym used by the user.

The U master public-secret key-pair is generated as in Section 6.2.2. U then obtains

a certificate on the master public key PKU0
from a certification authority C, which

represents the U ’s true identity.

The public key of the certification authority is PKC = gSKC and the trustee is

PKT = gSKT

1 , where SKC and SKT are the corresponding secret keys for the certifi-

cation authority and the trustee respectively.
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6.3.3 Identity Generation

U generates new identities using the following key generation process, which takes the

inputs, Nj , g, a counter value i (indicating the total number of new identities being

generated), identity level l (number of identities generated previously) and the master

secret key SKU0
.

I-Generation(g,i,l,SKU0
)

For j = l,. . . ,i do PKUj
= gSK

2
j

U0 mod Nj EndFor

Return(PKUl
,. . . ,PKUj

)

During the first run, the value of the identity level l would be 1 and the counter

value i is the number of new identities U requires. Further calls to the key generation,

the identity level would be the counter value that was used during the previous run

(l′ = i). An implicit requirement is that, U should keep track of the values i and l as

long as the master public key remains valid.

We could (and do) treat the identities generated as public keys, that are of the form

(PKUl
,. . . ,PKUi

) = (gSK
2
l

U0 , . . . , gSK
2
i

U0)

6.3.4 Certification

The newly-generated public keys (PKU1
, . . . , PKUl

) are required to be certified by C
before they can be used. It is possible to use a normal certification procedure currently

employed in public key crypto-systems, where the public key PKUi
is signed by U using

the master secret key SKU0
and sent to C for certification. C verifies the signature using

the master public key PKU0
. On a successful verification, C digitally-signs using his

private key SKC and sends the certificate to U . This method is quite straightforward,

but certain applications (for example, applications based on TPM) require the new

identities to be protected even from the certifier. So, we propose a modification to the

certification scheme based on a blind signature scheme using a composite modulus by

Pointcheval [166]. The blind signature scheme now includes the master public key of
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Certifier User

r ∈R ZN0

x = PKU0
gr

x−−−−−−−−−−→
β, γ, s ∈R ZN0

(X, Y ) = EncElgPKT
(PKU0

, s)

α = x · gβ−SK
U0 · PK−γ

C

δ = IHI(PKUi
‖(X, Y )‖α)
e = δ − γ

e←−−−−−−−−−−
y = r − eSKC

y−−−−−−−−−−→
x

?
= gy+SK

U0PKe
C

ρ = y + β

Figure 6.1: Modified Blind Certification Protocol of [166]

The signature on PKUi is (α, δ, ρ) and a receiver can verify using the relation α
?
= gρPKδC

the user that is used by the certifier to form the commitment and is later verified by

the user.

The certification process is represented by:

(PKUi
, CERTC〈PKUi

〉)

← Certify(U , C, CERTC〈PKU0
, (X, Y )〉)

where, CERTC〈PKUi
〉 is the valid blind signature (PKUi

, α, δ, ρ) by C on PKUi
and

(X, Y ), accomplished by the three-pass protocol depicted in Figure 6.3.4. The security

proof of the modified protocol trivially follows the proof presented in Pointcheval’s

paper [166].
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User Verifier

k, w ∈R ZNi

a1 = gw; a2 = (PKT · PKU0
)w

h = IHI(g2
k
)

h,(a1,a2),(X,Y )−−−−−−−−−−→
c1 ∈R ZNi

c2 = IHI(X, Y, a1, a2)
c1,c2←−−−−−−−−−−

z1 = 2k − c1 · SK2
i

U0

z2 = w − s · c2
z1,z2,CERTC〈PKUi

〉
−−−−−−−−−−→

Verify CERTC〈PKUi
〉

and obtain (α, δ)

δ′
?
= IHI(PKUi

‖(X, Y )‖α)
a1

?
= gz2Xc2; a2 = PKz2T Y c2

h
?
= IHI(gzPKc

Ui
)

Figure 6.2: Identification of Colligated Pseudonyms

6.3.5 Identification

The Identification protocol (Figure 6.2) is based on the Pointcheval optimised identifi-

cation scheme [166] of Girault’s identification scheme [78], but it now also includes the

DL-EQ logg X = log
PK

T
Y . In this protocol, a user U uses his certified pseudonym to

identify himself/herself with a verifier V and at the end of the protocol the verifier ob-

tains an undeniable proof of U participation in the protocol. The identification process

is represented by

〈PROOFUi
〉 ← Identify(U ,V, PKUi

, CERTC〈PKUi
〉, PKT )
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6.3.6 Tracing

The trace protocol (Figure 6.3) is invoked by a verifier V after U has misused a

pseudonym and runs between the verifier V and the trustee T . To trigger the pro-

tocol, V has to provide proof of protocol participation by U . We shall express this

phase as

(PKU0
)← Trace(V, T , PKUi

, CERTC〈PKUi
〉, 〈PROOFUi

〉)

Verifier Trustee

σ = SIGNV〈c, z, h〉
σ,α,δ,ρ,PK

Ui
,PK

C−−−−−−−−−−→
CERTC〈PKUi

〉

VERIFYPK
V
〈σ〉

h
?
= IHI(gzPKcUi

)

α
?
= gρPKδC

Verify CERTC〈PKUi
〉

Obtain (X, Y ) from 〈PROOFUi
〉

PKU0
= DecElg

SK
T

(X, Y )

Figure 6.3: Tracing Protocol

6.4 Security

6.4.1 Adversary Goals

We assume an active adversary A , who is capable of eavesdropping and injecting mes-

sages in the communication medium. We also assume that an adversary may also be a

legitimate (but dishonest) participant in a protocol, that is, either the certifier or the

verifier or both may be dishonest.

As in [53, 135], we want our pseudonym system to be secure against the following
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attacks, that is, an adversary’s goal is to mount any of following attacks:

• Pseudonym forgery An adversary tries to forge a pseudonym for some user, pos-

sibly in association with other participants, including the certifier. That is the

attack can be either:

1. An adversary in possession of a valid proof tuple (PKUi
, CERTC〈PKUi

〉) is-

sued to another user or for a tuple of the form (PKUi
, CERTC〈PKA〉) is suc-

cessfully able to execute an identification protocol with a verifier identifying

as Ui.

2. An adversary successfully identifying himself/herself by executing an iden-

tification protocol with a tuple of the form (PKA, CERTC〈PKUi
〉).

• Identity compromise An adversary in association with other participants tries

to obtain information regarding the user’s master public-secret key-pair, that is,

an adversary with the knowledge of all user-generated public keys (PKU1
, . . . ,

PKUl
), it should be computationally infeasible for an adversary to obtain the

master public key PKU0
.

• Pseudonym linking and colligation An adversary tries to obtain information that

links a pair of pseudonyms to the same user or to a user’s master public key. The

goal is that even with the knowledge of all user generated public keys (PKU1
, . . . ,

PKUl
), it should be computationally infeasible for an adversary to prove that any

of the PK’s in the set (PKU1
, . . . , PKUl

), are related.

We now present our claims on the security of our proposal.

Claim 6.4.1. If the Square Decisional Diffie-Hellman (SDDH) problem is hard, then

public keys generated from the master public key are indistinguishable.

The public keys generated are of the form gSK
2
i

where, i ∈ 0, . . . , l. For an adver-

sary A to distinguish between a newly generated public key from a master or another

newly-generated public key, A should solve the square Diffie-Hellman decision problem,

that is, efficiently distinguish between two distributions of the form (g, gSK, gSK
2

) and

(g, gSK, gc), which is assumed to be hard.
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Claim 6.4.2. It is computationally infeasible to obtain the master public key of a user

by an adversary even with the knowledge of all newly-generated public key.

Proof (Sketch) For an adversary to obtain the master public key (PKU0
) from a

pseudonym (PKUi
) presented, the adversary needs to solve, first, the discrete log problem

to obtain SKUi
and then the square root problem to obtain the value i. This violates

our security assumptions. It is also a well-known fact that assuming the factoring of

Blum Integers is intractable, the function fN = SK2
i

U0
mod Ni is a trapdoor (one-way)

permutation [80].

Claim 6.4.3. It is computationally infeasible to obtain the master public key of a user

by a verifier or a certifier even if the certifier and verifier collude.

Proof (Sketch) Both C and V have knowledge of the public parameters. In addition,

C has the knowledge of the user’s master public key PKU0
, whereas, a verifier has

the knowledge of the cipher-text obtain from the El-Gamal encryption (X, Y ), the

pseudonym of the user PKUi
, the signature value on both the pseudonym and the cipher-

text (α, ρ, δ, PKC).

For a dishonest certifier Ĉ and a dishonest verifier V̂ to obtain the master public

key PKU0
of a user, either independently or in collusion, any one of the following cases

needs to be satisfied.

Case 1 The blind signature protocol during the certification process leaks information

about the identity of the user.

Case 2 A verifier is able to deduce the master identity from the pseudonym presented

during the identification protocol.

Case 3 The certifier and a verifier with their combined knowledge are able to identify

the colligation that exists between a pseudonym and the master secret key.

The security of Case 1 trivially follows the proof of security of the blind signature

protocol by Pointcheval in [166]. For Case 2, a verifier can obtain the master public key

if the proof of DL-EQ logg X = log
PK

T
Y leaks any information regarding the master
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public key. A way of proving the security of the scheme is via the oracle replay technique

formalised by Pointcheval and Stern [168]. In particular, the Schnorr signature with

composite modulus has been proved secure in the random oracle model [21] by Poupard

and Stern [169]. They show that if an adversary is able to forge a signature under an

adaptively-chosen message attack, then the adversary is able to compute the discrete

logarithms in G.

The security of Case 3 is based on the inability of V̂ and Ĉ to obtain any informa-

tion that links the user when they interact in the identification and the certification

protocols. There are only two possibilities that can identify that a user participated

in both the protocols. (a) The pseudonym leaks value about the true identity and,

(b) the El-Gamal cipher-text (X, Y ) that is used in both the certification and identi-

fication protocols can be linked to PKU0
. If Ĉ and V̂ in collusion are able to identify

that the same (X,Y) that was presented in the identification protocol was used in

the certification protocol, then they can positively establish a connection between the

pseudonym presented during the identification protocol with the master identity used

in the certification protocol.

From Theorem 6.4.2, we can conclude that it is computationally infeasible for V̂ or

Ĉ to obtain the master identity from a given pseudonym. As for possibility 2, the hash

value δ computed with the cipher-text (X, Y ), the pseudonym PKUi
and the value α as

inputs, is blindly signed and never revealed to the certifier.

Claim 6.4.4. If the El-Gamal encryption is secure, then only the corresponding trustee

can obtain information about the user from the encrypted cipher-text.

The proof of this theorem directly follows the proof in [74]. The authors showed that

the security of the composite El-Gamal reduces to computing the quadratic residue over

a composite modulus that is a product of two primes. And because the master public

key is encrypted using the pubic key of the trustee, only the trustee can successfully

decrypt the cipher-text.

Remarks. The protocol also provides guarantees of the honest participation of a user.

The cipher-text containing the master public key is signed (blindly) by the certifier. A
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verifier computes the hash value of the cipher-text (X, Y ), the pseudonym and α again

to verify against the signed hash value in the blind certificate, thus confirming that

the user has performed an El-Gamal encryption over the same values that were used

during the certification process.

6.5 TPM Integration

In this section, we present a brief summary of how the protocols can be applied in a

TPM-based setting. Because of the tamper-resistant protection offered to the master

secret key, the TPM is an ideal candidate; however the protocols can also be applied

to other structures, such as, directory based services (for example, active directory,

LDAP).

In a TPM-based setting, the endorsement key (EK) within a TPM will be of the

form (PKU0
,SKU0

). The EK is certified by the manufacturer and embedded into the TPM.

A user, wishing to obtain services from an application software on a machine generates

a pseudonym of the form (PKUi
,SKUi

) as described in Section 6.3.3. The application

software and the TPM then perform an identification protocol as in Section 6.3.5.

At the end of the identification protocol, the application software is provided with a

guarantee of the identity of the user and the associated TPM, but the system still

protects the identity of both the TPM and the user associated with it.

6.6 Summary

In this chapter, we presented a pseudonym system by using the property of preserving

a high-value secret key. Such systems are ideally suited for active-hardware security

modules because they can protect the high-value secret keys and provide a high level

of assurance for its security to the end users. The proposed system not only provides

restricted anonymity, but also supports colligation between a trusted high-value secret

key and the generated pseudonyms, therefore protecting the privacy of the user associ-

ated with the hardware module. Compared to other pseudonym schemes, our scheme
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has an efficient identification protocol where the computation can be carried out on

a device that is constrained in processing power. As opposed to other TPM-based

schemes [33, 188] that require the computation to be distributed between the TPM

and the host computer, the computations in our scheme can be performed on the mod-

ule itself. Our scheme is also ideally suited for storage-constrained devices, because

there are no new secret keys to be generated for each pseudonym, only counter values

of the pseudonym. Thus there is no appreciable increase in the storage requirement

even when the number of pseudonyms required is high. Finally, in terms of anonymity,

in our proposal, not only the applications on a single computer can be associated with

a different pseudonym, but also every web-based application used by a user can be

associated with a pseudonym.
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7
Integrating Hardware Security Modules

with Application-Level Security Protocols

In this chapter, we evaluate active hardware security modules applied to an applica-

tion level security protocol and, towards this end, we consider an electronic commerce

application, electronic tendering. We start first by providing an overview of the main

components in an e-tendering system and define its security requirements. We then

describe our proposal for a secure e-tendering system that satisfies our security require-

ments previously identified.

Contrary to the research work presented in the previous chapter, where we proposed

a pseudonym system based on composite modules, the research work presented here

uses a prime modulus to achieve anonymity through pseudonyms. Although, it is

possible with some little modifications to extend and apply our previous work to provide

123
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a secure electronic tendering system, the aim here is to propose a solution using protocol

constructions based on the prime modulus. This, in turn demonstrates the versatility of

the hardware-based security solutions, because they can be independent of the security

protocols that employ them. In this research work, we primarily resolve the issue

of providing anonymity for an e-tender submission and achieving fairness in an e-

tendering system. Our proposed protocol can also be directly applied using software-

based solutions even without HSMs, but as identified in previous chapters, the use of

the HSMs provides an additional layer of security, because they help to tie a system

together with its users to the physical world.

7.1 Electronic Procurement

Procurement is the acquisition of works, supplies or services by public bodies, and

tendering is considered one of the fairest means of awarding contracts to obtain such

services. Electronic procurement has received considerable attention from governments

[97, 126, 148, 170], because of the obvious cost savings that are obtained by the au-

tomating tendering and payment processes with electronic tools. Although this in-

terest from governments has led to the development of various commercial and non-

commercial e-tendering systems around the world, only parts of the e-tendering process

have been successfully deployed. John Barnard [90] refers to this discrepancy in the

use of the e-tendering scheme and observes that although more than 75% of tenders are

electronically advertised, less than 40% provide the electronic documentation required

by the tender process and less than 20% make electronic tender submissions.

In part, this may be explained by the concerns regarding security and the availabil-

ity of the resources to help with the e-tender submission and review. Many e-tendering

security concerns are similar to other electronic commerce systems and they normally

relate to inadequate guarantees for confidentiality, authentication and non-repudiation.

However, the prime security issue that has been the main obstacle in the wide adoption

of e-tendering is the lack of fairness in the e-tendering process. A secure e-tendering
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solution should support both fairness and transparency to guarantee tenderers and en-

able them to view the progress of their submission processing. It is also important that

when disputes arise an e-tendering system should be able to provide a full history of the

events leading up to contract award that can be publicly verified without compromising

confidentiality or privacy.

7.1.1 Related Work

Most studies related to e-procurement have mainly been in the field of electronic con-

tracting. Angelov [7] reviews many frameworks for the B2B e-contracting and Boul-

makoul and Sall [29] present an integrated contract management system, pointing out

some of the security properties that must be provided to protect legally-binding doc-

uments, such as, e-tenders submissions and contracts. These studies do not consider

the security issues that are unique to e-tendering. The evident gap in the literature

prompted Du et al. [61, 62] and Betts et al. [24] to define some of the security require-

ments for an e-tendering system and later to propose a submission protocol [60]. Betts

et al. [24] also pointed out various security and legal issues that should be resolved

when designing an e-tendering system. Though, these studies examine some important

security requirements that new and existing e-tendering systems should satisfy, they

do not redress the issues concerning the fairness and transparency of the e-tendering

process. An essential ingredient in providing fairness is the anonymity of an e-tender

submission, because anonymity guarantees that all submitted tenders would be treated

in the same unbiased way. Also, because of the legal status of awarded tenders, it is

essential for an e-tendering system to provide good auditing and public verification of

the tender award process that also meets the evidentiary requirements in courts of law.

The current e-tendering systems attempt to mirror the traditional tendering sys-

tem. The main parties in an e-tendering system are the principal and the tenderers.

The principal advertises tender requests and accepts submissions from tenderers. On

receiving the submissions, the principal performs tender evaluations and selects the

winning tender. Many of the current e-tendering systems have been implemented on

the assumption that tendering systems are similar to auction systems. In the next
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section, we first highlight the main differences between an auction and the tendering

systems, we then provide an overview of a generic e-tendering system and in the re-

mainder of the section we summarise the main security goals that should be satisfied

when designing an e-tendering system.

7.1.2 E-tendering vs. Auction Systems

Though tendering systems do share some of the properties of auction systems, there

are some security considerations that are different. In this section we highlight those

differences and identify the weaknesses when an auction system is deployed as an e-

tendering system. We also evaluate selected seal-bid auction protocols proposed in the

literature, because they also enforce the privacy of the competitor bids.

There are a variety of auction systems such as, English, Vickery, Sealed-Bid, Dutch,

Sealed-Double and each system has distinctive goals and employ decision strategies

depending on its own rules. In a traditional auction system, the auctioneer sells the

product to a bidder who has placed the highest bid value. Except for sealed-bid auction

systems, the biding value generally is not confidential; on the contrary, it is made public

to receive the highest possible bid. This is fundamentally different to an e-tendering

scheme where the tender value should remain secret from all other tenderers. In a

traditional auction system, before the auction closing time the auctioneer opens the bid

values, whereas in a tendering system it is important that the principal does not know

any tender values before the tender submission deadline. If this security consideration

is not taken into account, the tendering system is vulnerable to collusion between the

principal and its favourite tenderer.

A seal-bid auction system also shares some security properties that are applicable,

even for an e-tendering system. Particularly, in both an e-tendering system and a

seal-bid auction system, there is a need to prevent other system participants accessing

a tender (bid) submission. Franklin et al. [73] present a sealed-bid auction system

based on the threshold secret sharing of the bidding price using verifiable signatures to

provide non-repudiation. However, their proposal does not protect the privacy of the

losers and the losing bids. To preserve fairness in an e-tendering system it is essential
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that the privacy of even the losing tenderers is also preserved. Naor et al. [147] and

Juels et al. [112] propose an auction system with a proxy-oblivious transfer. However,

the scheme is not publicly verifiable; therefore, such an auction system when applied to

e-tendering, compromises the guarantees provided to the tenderers. It is essential that

transcripts generated in an e-tendering system are publicly verifiable without compro-

mising the privacy of the tender submissions or the tenderers, because this provides

confidence to all parties involved that the e-tendering process is being carried out in a

fair and secure manner. Cachin [37] proposes an auction system using homomorphic en-

cryption with a hiding assumption and an oblivious third party. However, this scheme

cannot reveal the winning price but only identifies the winner, and thus their system

is vulnerable to bidder repudiation. Sakurai and Miyazaki [175] propose a simple and

elegant seal-bid auction using an undeniable signature scheme, where the bidder con-

trols the confidentiality of the bid. Unfortunately, their scheme requires every bidder

to be on-line during the auction process. This clearly not feasible in an e-tendering

system, because the tendering process can range over a few days to many months. Fur-

thermore, the communicational complexity of their system increases with the number

of participants, which is not a desirable property for e-tendering.

7.1.3 A Generic E-Tendering System

A generic e-tendering system consists of three phases and normally consists of the six

steps identified in Figure 7.1.

Phase One (Registration and Tender Invitation) This phase consists of the prin-

cipal distributing tender documents and is typically carried out via a secure web-

based system. It includes the registration of the tenderer and electronic notifica-

tions sent to tenderers about updates and queries. The first two steps (Step 1 and

2) in Figure 7.1 refer to a tenderer’s registration. In the case of government-based

e-tendering the tenderers are generally pre-selected and invited to participate.

Therefore, the registration process also acts as the confirmation of a tenderer’s

intent to participate in the tendering process.
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Figure 7.1: A Generic E-Tendering System

Phase Two (Tender Submissions) This phase involves all registered tenderers sub-

mitting their tenders for evaluation (Steps 3 and 4). The submissions are received

by the principal and are stored in a secure database (Step 5). All tenders received

should be sealed and opened only after the tender submission deadline has passed.

If this security measure is not implemented, then the principal will be able to

collude with his favourite tenderer, because the favourite tenderer will be able

to resubmit the tender after knowing the competitor’s tenders. This obviously

guarantees that the favourite tenderer always wins.

Phase Three (Tender Evaluation) When the tender submission deadline has elapsed,

the principal retrieves and reveals received tenders (Step 6) and based on the

project’s evaluation criteria, awards the project to the best tender.

In Figure 7.1, Step 6′ refers to the trace operation in our proposal. In our anonymous

e-tendering system, all tenderers use anonymous credentials (psuedonymns) obtained

from the registrar when submitting their tenders. When a principal has made the final

decision on a winning tender, the principal requests the registrar to identify the winner.
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7.1.4 Security Requirements for E-Tendering

Du et al. [63, 64] provide a list of security requirements for an e-tendering system and,

as identified previously, their system does not consider the requirement of fairness. In

this section, we list the security goals that an e-tendering system should achieve. Before

that, we first provide a definition of fairness for an e-tendering system.

Definition 7.1.1. An e-tendering system is fair, if and only if:

1. It is impossible for a principal to obtain any information about a submitted tender

before the tender submission deadline or obtain the true identity of a tenderer

without the participation of either the tenderer or the registrar.

2. It is impossible for a corrupt participant to obtain (or issue) a valid tender or to

prohibit a honest participant from obtaining a valid contract.

Similar to other electronic commerce systems such as, e-payments and e-auctions,

an e-tendering is required to provide generic security requirements such as, confiden-

tiality, integrity, authentication and non-repudiation. Below, we identify some essential

security goals for an e-tendering system, both from the perspective of the principal and

the tenderers.

Generic Security Requirements

1. Confidentiality and Integrity of Tender Documents Confidentiality and integrity

are the primary security requirements in providing a fair e-tendering process.

Because tendering is carried out over insecure networks, the e-tendering system

should provide communication security that protects the information that is sent

between all participants. This is generally achieved by using a strong encryption.

It is also essential that an e-tendering system provide strong storage security,

because submissions are stored in a database.

Principal Requirements

2. Authentication of Participants When the principal invites a tender submission,
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the principal must be in possession of an unforgeable proof that only legitimate

and authorised tenderers are participating in the tendering process. This proof

must not be ‘re-playable’ and should be valid only for a single instance of the

protocol, that is, it should not be usable as proof in any other tendering protocol.

3. Proof of Tender Submission Binding and Non-repudiationOur e-tendering system

makes use of anonymous credentials. Therefore, on receiving a tender submission,

the principal should be in possession of an undeniable proof that indicates that

there is a valid and strong connection between the submitted tender and the real

identity of the tenderer. Because of the legal nature of the tendering process, the

proof should also be admissible in a court of law for a tenderer’s participation.

Tenderer Requirements

4. Proof of Tender Submission Acceptance A tenderer receives an undeniable proof

of the submission acceptance from the principal. The tenderer is also provided

with a guarantee that the submitted tender will be processed during evaluation

by the principal.

5. Guarantees on Fair Processing

• Proof of Tender Submission Hiding A tenderer receives a proof of security

for the submitted tender. The proof should convince a tenderer that no

participant (such as, other tenderers and the principal) can obtain or reveal

any information about the tenderer’s submission.

• Anonymity It should be infeasible for any participants in the protocol, in-

cluding the principal, to obtain the true identity of a honest tenderer without

the collaboration of the registrar.

7.2 A Secure E-Tendering System

Our e-tendering system consists of three phases:
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1. Tenderer Registration

2. Tender Submission

3. Wining Tenderer Trace

The aim of the system is that when a principal announces the winning tender, every

participant (including the principal) is convinced that the tendering process was carried

out in a fair and transparent manner. In this section we first describe our protocol.

For this purpose, we combine the techniques of offline e-cash [72] by Frankel et al. and

add signed commitment to the tenders, using ideas from Pederson [161].

7.2.1 System Setting

The system consists of a principal P, tenderers Ti (where the index i runs from 1, . . . , n)

and a trusted third-party called the registrar R. A suitable prime order subgroup, G

of Z∗
p, of order q is chosen, such that p = 2q+1 is a large prime and where the discrete

logarithm problem is intractable. Suitable generators g, g1 and g2 are chosen such

that logg g1 is not known to any entity. A cryptographically strong hash function IHI :

{0, 1}∗ → Z
∗
q is chosen and the tuple (p, q, g, g1, IHI) is published.

Each entity generates its public-secret key pair and the keys are stored within the

hardware security module during initialisation, either by the manufacturer or by the

entity itself. We use the following notation to represent an entity’s public and secret

keys. The public key of the principal P is, PKP = gSKP , where, SKP is the corresponding

private key. The public keys of the registrar R is, PKR = gSKR , PK′R = g
SK

R
1 , and

PK′′R = g
SK

R
2 and the public key of a tenderer Ti is, PKTi = gSKTi .

Public keys for all entities stored in the hardware modules are certified by their

manufacturers. Also, before every tendering process, the tenderer computes z′ =
(PK′R)

SK
Ti · PK′′R
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Registrar Tenderer

INITIATE←−−−−−−−−−−
w ∈R Zq

a′ = gw

b′ = (PKTig2)
w

a′,b′−−−−−−−−−−→
s ∈R Zq; I = (PKTig2)

s; z = z′s

x1, x2, u, v ∈R Zq

B1 = gx1

1
, B2 = gx2

2
;B = [B1, B2]

a = (a′)u, gv; b = (b′)suIv

c = IHI(I, B, z, a, b); c′ = c/u
c′←−−−−−−−−−−

r′ = c′SKR + w
r′−−−−−−−−−−→

r = r′u+ v mod q

gr
′ ?
= PKc

′

Ra
′; (PKTig2)

r′ ?
= z′c

′

b′

Figure 7.2: Registration Protocol – The signature on value (I,B) = (z, a, b, r) satisfies

the relations gr = PK
IHI(I,B,z,a,b)
R a and Ir = zIHI(I,B,z,a,b)b.

7.2.2 Registration

During the registration phase, a tenderer Ti identifies himself/herself and presents the

tuple (PKTi, CERT〈PKTi〉) to the registrar and obtains a restrictive blind signature [32]

for a pseudonym. The restrictive blind signature restricts the pseudonym to be of the

form I = (PKTig1)
s. The value of I is formed by the tenderer and never revealed to

the registrar. We can express this phase as, ‘a tenderer Ti engages in the registration

protocol with the registrar R using a random value s (known only to Ti) to obtain a

restrictive blind signature on the pseudonym I, signed using the registrar secret key

SKR, but where the value of I is known only to Ti’. Figure 7.2 describes the steps

involved in the registration protocol.



7.2 A Secure E-Tendering System 133

Tenderer Principal

I1 = gu1s
1

; I2 = gs
2

m ∈R Zq

D1 = PKTig
PK

′′
Rm;D2 = gm

2

I1,I2,I,B,(z,a,b,r),D1,D2−−−−−−−−−−→

I
?
= I1I2; I

?

6= 1

SIGNPKR〈(I, B)〉 ?
= (z, a, b, r)

d = IHI(I1, B1, I2, B2, PKP , date/time)
s0, s1, s2 ∈R Zq

D = Ds0
1 gs1

2
Ds2

2 ; f = (PK′′R)
s0gs2

2

d,f,D←−−−−−−−−−−
V = H(Ds/fms)
r1 = d(u1s) + x1

r2 = ds+ x2

m = IHI(M), α, γ1, γ2 ∈R Z
∗
q

S = gmgα
1

mod p
T = gγ1gγ21 mod p
c = H(I1, I2, S, T )
s1 = γ1 − cu1s mod q
s2 = γ2 − cs mod q
t1 = s−mc mod q
t2 = s− αc mod q

r1,r2,S,t1,t2,c,V−−−−−−−−−−→
V

?
= H(Is01 Is12 ); gr1

1

?
= Id1B1; g

r2
2

?
= Id2B2

c
?
= H(I1, I2, S, (SI1I2)

cgt1gt2 mod p)
SIGNSK

P
〈S,t1,t2,c,I1,I2,g,g1〉←−−−−−−−−−−

Figure 7.3: Submission Protocol - Phase One

7.2.3 Submission

The submission consists of two sub-phases. Phase One involves the tenderers making

a commitment to participate in the tendering process. After the submission deadline

has elapsed, Phase Two begins, during which the tenderers reveals their commitment,

thus revealing their tender details.
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Phase One: During this phase the tenderers identify themselves to the principal

and commit on the tender details. Ti engages in the protocol to convince the principal

of the correctness of the pseudonym I. If this phase is successful, then the protocol

transcript will contain I1 = gu1s
1

and I2 = gs
2
, such that I = I1I2. Ti also creates a hash

value m of its tender documents (M), and commits this value (m). We shall express

this phase as, ‘a tenderer Ti engages in phase one of the submission protocol with the

principal P, using R − certified (I), secret values (s, SKTi), and the tender details

M, to generate proof transcripts that contain the encryption of Ti’s identity under the

public key of the registrar PK′′R, and a signed commitment on M using the secret keys

of the tenderer’. Figure 7.3 identifies the steps involved in phase one of submission

protocol.

Phase Two: This phase begins after the submission deadline has passed. The prin-

cipal contacts the tenderers and requests them to provide their tenders corresponding

to their commitment in Phase One. We shall express this phase as, ‘the tenderer T i

engages in Phase Two of the submission protocol with the principal P, by revealing the

tender details and α, to obtain a proof of tender submission acceptance, signed using

the secret key of the principal (SKP)’. Figure 7.4 identifies the steps involved in Phase

Two of submission protocol.

Tenderer Principal

M,α−−−−−−−−−−→
m = IHI(M);S = gmgα

1

s1 = t1 + αc mod q
s2 = t2 +mc mod q

c
?
= H(I1, I2, S, (I1I2)

cgs1gs2
1

mod p)
SIGNSK

P
〈S,s1,s2,c,I1,I2〉←−−−−−−−−−−

Figure 7.4: Submission Protocol – Phase Two

With those tenders that have been legally received the principal then begins the ten-

der evaluation procedure and announces the winning tender. Note that the anonymity
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of the winning tenderer need not be revoked, but generally, in a government procure-

ment, the identity is made public. To do so, the principal contacts the registrar and

performs the trace protocol.

7.2.4 Trace

Principal Registrar

I,B,(z,a,b,r),I1,I2,r1,r2−−−−−−−−−−→
S,t1,t2,D1,D2−−−−−−−−−−→

I
?
= I1I2; I

?

6= 1

SIGNPKR〈(I, B)〉 ?
= (z, a, b, r)

d′ = IHI(I1, B1, I2, B2, PKP , date/time)

gr1
1

?
= Id

′

1 B1; g
r2
2

?
= Id

′

2 B2

PKTi = D1/D
SK

R

2
SIGNR〈PK

Ti
〉

←−−−−−−−−−−

Figure 7.5: Trace Protocol

The trace protocol is invoked when the principal has announced the winning tender

and wishes to trace the real identity of the winning tenderer (PKTi) that corresponds

with the pseudonym I. The trace protocol may also be invoked in case of disputes

(such as, no communication from the winning tenderer after the announcement of the

results). We shall express this phase as, ‘a principal P or any judicial authority engages

in a trace protocol with R to obtain the identity PKTi using R − certified(I), and the

proofs obtained during the submission protocol’. Figure 7.5 identifies the steps involved

in the trace protocol.

Remarks Two cases of disputes can occur in the e-tendering system, (a) the win-

ning tenderer does not respond to the principal’s announcement, (b) the winning tender

is denied the contract. In the former case, the principal contacts the registrar and runs

the trace protocol to obtain the true identity of the winning tenderer and in the second
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case, the correct winning tenderer needs to contact R or a judicial authority by pro-

ducing the signed proof obtained at the end of Phase Two of the submission protocol

to identify himself/herself using the pseudonym I1, and prove that the winning tender

belongs to him/her.

7.3 Security Analysis

Theorem 7.3.1. (Fairness) The e-tendering system described in Section 7.2 is fair.

To prove our proposed system is fair, we have to prove mainly two things (cf. Def-

inition 7.1.1):

(A) The principal is unable to obtain any information regarding any tender before the

tender opening time (tender hiding) or the tenderer’s details until the principal

has made a decision on the tender (anonymity).

(B) A corrupt participant does not gain any advantage.

To prove this, we make use of the following theorems.

Theorem 7.3.2. (Hiding) Given the tuple (S, T, t1, t2) it is infeasible to determine

the value of m. Thereby, the e-tendering system hides the value of m.

Proof. (Sketch) The commitment scheme belongs to a class of three-pass, honest verifier

zero knowledge protocols. The protocol transcripts can be simulated by calculating

T = (SI1I2)
cgt1gt2 after choosing S, c, t1, t2. Because the protocol is zero-knowledge the

value of m is hidden from the principal (verifier) until the tender submission time has

elapsed.

Theorem 7.3.3. (Binding) If the value of the tuples (S, T, c, t1, t2) cannot be altered,

then the e-tendering system possesses the properties required for binding to the value

of m.

This theorem follows trivially from the theorem presented by Pedersen [161] (Theo-

rem 3.1), which proves that the commitment scheme reveals no information about the



7.3 Security Analysis 137

value of m and such a commitment scheme can later be opened by revealing the value

of m and α.

Theorem 7.3.4. If the discrete logarithm problem is hard, a corrupt tenderer who

does not know the private keys of a honest tenderer can convince the principal with a

probability of 1/2|q|, where |q| is bit size of q.

Proof. (Sketch) The proof follows from [190], a corrupt tenderer can cheat the principal

by guessing the challenge correctly in advance and can form the correct commitment

transcript (From Theorem 7.3.2). If |q| = log2q, then the number of legal challenges

will be of the form 2|q|. When the principal chooses the challenges at random, the

probability that a corrupt tenderer will correctly guess the challenge is 1/2|q|.

Theorem 7.3.5. If the El-Gamal encryption is secure and the discrete logarithm prob-

lem is intractable, then the e-tendering system preserves tenderer anonymity.

Proof. The proof is by contradiction. Assume that the principal can trace the user,

that is, given the view of the submission protocol, with the non-negligible probability

η, it can compute the true identity of the tenderer. Also assume that the principal has

access to a polynomial time algorithm A which, on input (g,y), produces an output x

such that, x = logg y. The principal (who is the attacker for the protocol) to obtain

PKTi , has two options. (1) The principal obtains the secret key SKR of the registrar,

using the algorithm A with inputs (g2, PK
′′
R) and therefore can calculate the value of D1

and D2, thus obtaining the public key PKTi as in Step 2 of the tracing protocol. (2)

The principal uses the algorithm A to solve for the values (g, I1), (g, I2) and obtains

the value of u1 and therefore can calculates PKTi. Both of these options depend on

the existence of a polynomial time algorithm A that can solve the discrete logarithm

problem that from our assumption, is hard. Therefore, there exists no such algorithm

A to which a principal has access to that can solve the discrete logarithm problem, and

thus our e-tendering system preserves tenderer anonymity.

Based on the above theorems, we now examine the security goals for an e-tendering

system.
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1. Confidentiality and Integrity of Tender Documents The confidentiality of the ten-

der documents is provided by the hiding property until the tender submission

closing time. Because, with an overwhelming probability, only the tenderer can

open the commitment values correctly, the scheme provides a tenderer-controlled

confidentiality. Our current proposal does not cover database security, because it

is outside the scope of this research work. However, standard security techniques

should be employed to protect the contents of databases used.

2. Authentication of Participants Each tenderer is required to register with the reg-

istrar and obtain a credential to participate in the e-tendering process. Thus

every tenderer is authenticated and the tenderer’s credentials are bound to the

tender being submitted.

3. Proof of Tender Submission Binding and Non-repudiation Non-repudiation is

provided by the hiding property and tender binding is provided by the non-

transferability property of the e-cash scheme that is dependent on the tenderer.

To transfer the credentials of a corresponding tender to another entity, the ten-

derers would need to reveal their secret keys and the value of s. Thus a sealed

tender is bound to the real identity of the tenderer.

4. Proof of Tender Submission Acceptance Proof transcripts generated by all proto-

cols are publicly verifiable. At the end of Phase One of the submission protocol,

the commitment produced by every tenderer is digitally-signed by the princi-

pal before being sent back to a tenderer. A tenderer or any dispute resolution

authority can easily verify the signed commitment response with the original

tenderer-signed commitment tuple to identify whether a principal acted dishon-

estly.

5. Guarantee on Fair Processing This directly follows Theorem 7.3.1. The proposed

e-tendering system provides a strong submission hiding and anonymity for all

tenderers.
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7.4 Summary

Electronic procurement has seen a tremendous growth in recent years and thus there

is a need for a secure and fair system when awarding contracts. E-tendering has the

potential to deliver such a system in a convenient and transparent manner with the

integration of hardware security modules in such systems providing confidence for the

participants and creating a high degree of trust in the process.

The goal of any electronic system attempting to achieve what is traditionally carried

out in the bricks-and-mortar world should be not only to replicate the requirements of

the traditional system, but also to improve the system and to provide better services.

We have proposed an e-tendering system that achieves such a goal. We identified that

the e-tendering systems previously proposed did not adequately provide for the need for

fairness and privacy. In resolving those weaknesses, our proposal provides a publicly-

verifiable fair e-tendering system that not only meets all the security requirement of the

traditional tendering system, but also offers new services, such as anonymity, tendering

hiding and binding.
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8
Conclusion

Hardware-based security is continuously emerging and being deployed in many new

applications. While hardware devices become more integrated into our everyday lives,

and range from identity documents, cars, books, packaging materials and medical sup-

plies, to developing strong security mechanisms that protect information the stored and

the information collected from such devices become vital. This thesis resolves the two

main goals that were stated at the beginning, (1) the analysis of the existing security

mechanisms in hardware-based security devices and, (2) developing security mecha-

nisms to achieve the security goals distinct to each class of the hardware-based security

devices, the passive, semi-passive and active devices. In this chapter, we summarise

the contributions made in each class of the hardware-based security devices and discuss

some open problems.

In Chapter 3, we dicussed the issue of secure identification and authentication for

141
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passive devices and, towards this end, we considered the EPC Gen2 [66]-compliant

RFIDs employed towards product identification and supply chain management. We

discussed and identified the weaknesses in the EPC Gen2 and showed how it is vulner-

able to various attacks. Many proposals in the literature, while attempting to develop a

secure identification scheme, have failed to develop a secure protocol that is complaint

with the EPC Gen2. To close this gap, we proposed a new mutual authentication

protocol and analysed its security.

In Chapters 4 and 5, we resolved the security issues in the hardware-based security

devices employed in identity documents and considered the application of such devices

for securing ePassports. Our formal analysis on the first-generation ePassport not only

confirmed the security issues that were previously identified, but also revealed new

security issues, such as, an ePassport being subject to replay and grand-master chess

attacks that can be exploited in cases where problems with facial biometrics exist.

We also proved that this weakness further affects the security goals for the active

authentication protocols, mutual authentication, key freshness and key integrity, and

makes ePassports vulnerable to certificate manipulation.

We then presented our security analysis of the second-generation of ePassports

that were hoping to fix the weaknesses in the first-generation. Our analysis showed

that the EAC proposal fails to provide adequate security and introduces new security

weaknesses and implementation issues of its own. The second-generation ePassport

proposal requires extensive modifications to the existing PKI and also relies on the

vulnerable first-generation security mechanisms to protect the biometric identifiers.

We later showed that this implementation makes an ePassport bearer vulnerable to

identity theft and covert surveillance. To resolve the security issues associated with

both first- and second-generation of ePassports, we proposed a new on-line ePassport

protocol. Our proposed protocol offers protection for the ePassport details from both

malicious and unauthorised readers, thereby protecting against unintentional disclo-

sures and reducing the threat of identity theft. The proposed protocol also eliminates

the security related weaknesses introduced in the second-generation ePassports by re-

moving the need for certificate chain verification and uses the well established PKI
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infrastructure that is in place for the first-generation ePassport standard.

In Chapters 6 and 7, we examined the security in active devices and, in particular,

analysed the privacy issues that arise when employing such devices. Tamper-resistant

hardware devices protect the data stored within them and provide a high level of as-

surance for its security to end-users. Using this security feature and based on the prop-

erty of preserving a high-value secret key, we presented a pseudonym system for active

hardware devices. Our proposal solved the privacy issues that hampered the devel-

opment of active hardware-based security solutions by providing restricted anonymity

and supporting colligation between a trusted high-value secret key and the generated

pseudonyms. In addition to proposing a pseudonym based on composite modulus, we

also proposed a system based on prime modules that was employed in developing a fair

electronic tendering application.

8.1 Open Problems

Although, our results in Chapter 3 resolves the security issues present in the EPC Gen2

and yield us an efficient protocol for a resource restrictive passive tag, it should be noted

that the proposed protocol requires a high performance back-end server. The back-end

server stores tag-specific information in a database for each tag being initialised. The

back-end server also interconnects various tag readers and, during a protocol run, it

is responsible for obtaining tag-specific information from its database. To provide tag

security and privacy, our proposed system employs a non-static identifier (pseudonym);

thus, there would be no identifiable primary key within the database that would match

the information sent by the tag/reader during a protocol run. Consequently, the back-

end server is required to search its entire database to find the tag information; this

would be computationally demanding. Though search functions can be optimised, it

still requires a high level of computation to be performed for every tag that needs

to be identified. In this respect, an interesting open problem is to develop a more

computationally efficient protocol (from a server perspective), but still maintain the

efficiency obtained by our proposal with respect to tags and readers. In a broader view,
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another hard and open problem would be to improve the RNG generation in the EPC

Gen2-complaint devices. The EPC Gen2 supports only a very basic RNG (16-bit) to

ensure security goals such as confidentiality, integrity and authentication. This makes

the EPC Gen2-compliant protocol potentially vulnerable even to brute force attacks

that can exhaustively search for the keying material.

Even though one of the main advantages of our proposed online ePassport solution

in Chapter 5 is its online nature, it is also its weakness. The proposed online protocol

would be ideally suited for ePassport identification in most developed and developing

countries where there are sufficient infrastructure resources in place to support the

communication requirements. The protocol may not be ideally suited for underde-

veloped entry points where the communication infrastructure would be lacking The

identification of the ePassports would have to rely on the traditional non-electronic

means that we are intending to replace. Also, the proposal would not scale well when

implemented with other e-document identification system that do not have a fixed in-

frastructure, such as, a roadside driver licence identification. An interesting and open

problem would be to design a protocol that does not rely on online communication.

Such solutions invariably tend to have the security issues present in previous designs,

such as certificate manipulation and problems relating to how the certificates would be

verified.

The proposed pseudonym system for active hardware devices proposed in Chapter

6 offers a new method for extending hardware-based authentication. Unfortunately,

it currently offers only one level of colligation between the root secret key and the

pseudonyms generated. An interesting open problem would be develop a solution that

would be able to bind all pseudonyms that would form a multi-level chain, colligated

under the same root secret key. Such a system would provide greater application

and security benefits when used in active devices, such as the TPM. For example,

currently, the root key can be used to generate and certify pseudonyms (directly), for

either the users or the applications on the machine. If the system supported chaining,

it would provide the users bound to the active device with the ability to generate and

certify pseudonyms for every application they use (both web and system applications)
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themselves, but would still convince a verifier about the underlying existing link to the

trusted root key stored in the module.

In terms of using hardware devices for identification, an interesting and open prob-

lem is related to identity transfer. Though, this may not be necessary for most passive

or semi-passive devices, it is essential that active devices support identity transfer.

Compared to passive devices, active devices are typically expensive with a longer life

span and therefore could be subject to multiple owners during their life cycle. Also,

it would be important for previous owners to migrate their information cleanly and

safely when they dispose of the old and, may be, acquire a new device. In this respect,

an interesting open question would be, how to develop a security system that relies on

using hardware devices for identification, when their owners need to transfer credentials

and any trust associations the owners would have acquired based on the underlying

hardware device.
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A
Verification using Casper and FDR

Appendix A describes the verification process for security protocols using Casper and

the Failure Divergence’s Refinement (FDR). Casper, developed by Lowe [75], is a com-

piler that converts a high-level notation of the protocol to a Communicating Sequential

Processes (CSP) [92] script. The CSP script can then be run on a model checker such

as the FDR [134], to verify if the protocol achieves the specific security goals.

A.1 Modelling protocols in Casper

Each agent (users, trusted third parties, CA’s) and intruders who can interact in a

protocol are modelled as a CSP process. The resulting system is tested against spec-

ifications representing desired security goals. The FDR searches the state space to

investigate whether any insecure state (sequence of messages) can occur. If the FDR

147



148 Verification using Casper and FDR

finds a specification that cannot be met, then it returns a trace of the system that does

not satisfy the specification. This trace corresponds to an attack upon the protocol.

The modelling of the CSP description of the protocol is time-consuming and error-

prone. The aim of Casper is to simplify this process by allowing the user to specify the

protocol at an abstract level. This script, when compiled in Casper, outputs a CSP

script that is then run through the model checker software FDR21.

The Casper script is divided into two distinct parts, a definition of the way the

protocol operates and a definition of the actual system to be checked. Each part

further consists of four sections specifying the variables, processes, protocol description,

specification, actual variable, functions, system, and the intruder.

The first part can be considered as a function that returns a model of a system

running the protocols and contains free-variables, processes, protocol descriptions and

a specifications section. The Casper script used to describe the various sections below

is a simplified representation of the ikP [18] payment protocol.

The free-variable section defines the types of variables and functions used in the

protocol that also includes key inverses for public keys and session keys, nonces and

hash functions. Example:

#Free variables

B , S , A : Agent

CCA : Server

pkCCA, pkB, pkS, pkA : PublicKey

saltb, nonces, rb : Nonce

ban : BuyerAuthNumber

expiry : BanExpiry

pin : Pin

ids : SellerId

tids : TransactionId

aprice : AuthPrice

desc : TransDesc

1FDR2 software is a refinement checker developed by Formal Systems (http://www.fsel.com/)
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response : ServerResponse

PK : Agent -> PublicKey

SK : Agent -> SecretKey

PKS : Server -> ServerPublicKey

SKS : Server -> ServerSecretKey

InverseKeys = (PK, SK), (PKS, SKS)

h : HashFunction

The processes section defines information about the agents taking part in the pro-

tocol, their roles in a protocol and their initial knowledge. Example:

#Processes

INITIATOR(B, A, rb, ban, saltb, expiry, pin, aprice, desc)

knows PK, SK(B), h, PKS(CCA)

RESPONDER(S, A, nonces, ids, tids, desc, aprice)

knows PK, SK(S), h, PKS(CCA)

AUTHSERVER(A, B, S, response) knows PK, SK(A), h, PKS(CCA)

SERVER(CCA, B, S, A ) knows PK, PKS(CCA), SKS(CCA), h

The Protocol description section defines the protocol and the sequence of messages

that constitute the protocol. The protocol message can also include the assignment

and test expression and encrypted message. Example:

#Protocol description

0. -> B : S

-- CCA issues certificate to all participants

1. CCA -> B : {B, PK(B)}{SKS(CCA)} % certB

1a. CCA -> S : {S, PK(S)}{SKS(CCA)} % certS

1b. CCA -> A : {A, PK(A)}{SKS(CCA)} % certA

-- Protocol

2. B -> S : saltb, h(rb, ban) % hban

3. S -> B : {ids, tids, nonces }{SK(S)},

certS % {S, PK(S) % pkS }{SKS(CCA)}
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3a. S -> B : {h( aprice, ids, tids, nonces, hban% h(rb, ban),

h(saltb, desc) ) }{SK(S)}

4. B -> S : certB % {B, PK(B) % pkB}{SKS(CCA)}

4a. B -> S : { { aprice, ban, rb, expiry,

h( aprice, ids, tids, nonces, h(rb, ban), h(saltb, desc)

)}{PK(A)} % encslip }{SK(B)} % signenc

5. S -> A : {ids, tids, nonces}{SK(S)}, certS % {S , PK(S) % pkS }

{SKS(CCA)}

5a. S -> A : {h(saltb, desc), saltb, desc}{SK(S)}

5b. S -> A : signenc % {encslip % { aprice, ban, rb, expiry, h(aprice,

ids,tids,nonces,h(rb,ban),h(saltb,desc))}{PK(A)}}{SK(B)}

6. A -> S : {response}{SK(A)} % singres

7. S -> B : singres % {response}{SK(A)}

The specification section defines the requirement or security goals of the protocol.

We highlight three of the ten available specifications. A full list of specifications can

be found in [75].

• Secret(A, s, [B1 ,. . . ,Bn]) specifies that in any completed run, A can expect

the value of the variable s to be a secret; B1,. . . , Bn are the variables representing

the roles with whom the secret is shared.

• Agreement(A, B, [v1,. . . ,vn]) specifies that A is correctly authenticated to B,

and the agents agree upon the values v1,. . . , vn.

• The specification Aliveness(A, B) means that B thinks it has successfully com-

pleted a run of the protocol with A.

Example:

#Specification

Secret(B, ban, [A])

Aliveness(A,S)
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Aliveness(S,A)

Agreement(B,S,[aprice])

The second part can be thought of as defining a particular image of that function by

instantiating the parameters of the protocol and contains actual variables, functions,

system and an intruder section.

The actual variable section contains information defining the actual data types used

in the protocol model. Data types defined here appear in the free-variable section.

Example:

#Actual variables

Buyer, Seller, Mallory, AuthServer : Agent

CertAuth : Server

SALTB, NONCES, RB, NONCEM : Nonce

BAN : BuyerAuthNumber

EXPIRY : BanExpiry

PIN : Pin

IDS : SellerId

TIDS : TransactionId

APRICE : AuthPrice

DESC : TransDesc

RESPONSE : ServerResponse

The function section declared here provides more information about the function

declared in the free-variable section. Example:

#Inline functions

symbolic PK, SK, PKS, SKS

The system section defines the agents in the system that are to be verified. The

section also allows for multiple instances of the same agents to be run concurrently. The

argument types declared in the system section should match the type of parameters

defined in the process section. Example:
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#System

INITIATOR(Buyer,AuthServer,RB,BAN,SALTB,EXPIRY,PIN,APRICE,DESC)

RESPONDER(Seller,AuthServer,NONCES,IDS,TIDS,DESC,APRICE)

AUTHSERVER(AuthServer, Buyer, Seller, RESPONSE)

SERVER( CertAuth , Buyer , Seller, AuthServer )

The intruder section specifies the intruder’s identity and the initial knowledge of

the intruder. Example:

#Intruder Information

Intruder = Mallory

IntruderKnowledge = { Buyer, Seller, AuthServer, Mallory, NONCEM,

IDS, PKS(CertAuth), PK, SK(Mallory)}

A.2 Interpreting the FDR output

The FDR is a model-checking tool for state machines, with foundations in the theory

of concurrency based around Hoare’s Communicating Sequential Processes (CSP) [92].

The verification technique is based on the method of establishing whether a property

holds by testing for the refinement of a transition system and the ability to check the

determinism of a state machine that is primarily used for checking security properties.

The FDR is designed to mechanise the process of carrying out refinement checks.

Casper generates refinement assertions to check for all specifications. It generates

one assertion for all secret specifications and one assertion for each agreement and an

aliveness specification. A CSP script file includes statements making assertions about

the refinement properties. These statements will typically have the following form:

assert Abstract [X= Concrete

Example: Secret specification:

Secret(B, ban, [A])

Assertion generated:
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SECRET_M::SECRET_SPEC[T=SECRET_M::SYSTEM_S

Aliveness specification:

Aliveness(A,S)

Aliveness(S,A)

Assertion generated:

AUTH1_M::AuthenticateSERVERToRESPONDERAliveness[T=AUTH1_M::SYSTEM_1

AUTH2_M::AuthenticateRESPONDERToSERVERAliveness[T=AUTH2_M::SYSTEM_2

Agreement specification:

Agreement(A, S, [aprice])

Agreement(B, S, [aprice])

Assertion generated:

AUTH3_M::AuthenticateSERVERToRESPONDERAgreement_aprice

[T=AUTH3_M::SYSTEM_3

AUTH4_M::AuthenticateINITIATORToRESPONDERAgreement_aprice

[T=AUTH4_M::SYSTEM_4

The selected assertion is submitted for testing by choosing the Run option from the

Assert menu in FDR. The FDR then attempts to prove the conjecture by compiling,

normalising and checking the refinement. When a test finishes the symbol associated

with the assertion is updated to reflect the result. The symbols projected by the FDR

are:

• Tick (
√

): Indicates that the check completed successfully, that is, the stated

refinement holds.

• Cross ( X ): Indicates that the check completed, but the refinement does not

hold. The FDR debugger is then used to explore the reasons for the failure.
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• Exclamation mark ( ! ): Indicates that the check failed to complete for some

reason: either a syntax or a type error was detected in the scripts. Some resource

was exhausted while trying to run the check or the check was interrupted.

• Zig-zag ( Z ): Indicates that the FDR was unable to complete a check because

of a weakness in the currently-coded algorithms.

If we find a refinement is not satisfied, then there might be a weakness in the pro-

tocol. To examine the weakness, the FDR debugger is invoked. This will open a new

window allowing the behaviour of the processes involved to be examined. The informa-

tion presented by the debugger is represented as two parts, a hierarchical view of the

structure of the process and a series of windows showing the contribution of a selected

part of the process to the overall behaviour. The process structure is represented as a

tree. The root node represents the process as a whole and when the leaf nodes are ex-

panded, branches are added according to the number of sub-components in that node.

For example, a node labelled with a parallel composition symbol ([|..|]) will expand to

have two children representing the sub-processes which are combined in parallel. Each

child is associated with its own contribution to the overall erroneous behaviour being

examined.

When a node in the process structure view is selected, information about the cur-

rently selected node is displayed in the behaviour window. The information displayed

depends on the nature of the counterexample being examined and the contribution

made to it by the selected component. The following types of information may be

displayed for each type of counterexample behaviour:

Successful refinement : no information displayed

No direct contribution: a non-erroneous trace

Refusal/acceptance failure: a non-erroneous trace, plus the illegal refusal/acceptance

Divergence: the trace leading to divergence

Divergence (internally): the trace leading to divergence, plus a trace of repeated events
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The weakness in the protocol is examined by observing the trace leading to diver-

gence.
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B
Casper Representation of the ICAO

First-generation ePassport Protocols

The Casper script provided below presents a combined representation of all three proto-

cols and does not represent the modifications that are need when verifying the security

properties for the individual protocols.

#Free variables

C,R,DS : Agent

getc : InitializeConv

lds : DataGroups

sod : SecurityObject

rndr2,rndc2,kr,kc,rndr1,rndc1 : Nonce

h : HashFunction
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Protocols

PK : Agent -> PublicKey

SK : Agent -> SecretKey

keyM,keyE,keyCR : SessionKey

InverseKeys = (PK,SK), (keyM,keyM), (keyE,keyE),

(keyCR,keyCR)

#Processes

INITIATOR(R,C,getc,rndr1,rndr2,kr,keyM,keyE,keyCR)

knows PK,SK(R)

RESPONDER(C,R,rndc1,rndc2,kc,keyM,keyE,keyCR)

knows PK,SK(C)

#Protocol description

0. -> C : R

0a. DS -> C : {C,PK(C)}{SK(DS)} % CERTC

0b. DS -> R : {C,PK(C)}{SK(DS)}

1. R -> C : getc

2. C -> R : rndc2

3. R -> C : {rndr2,rndc2,kr}{keyE},

{rndr2,rndc2,kr}{keyM}

4. C -> R : {rndr2,rndc2,kc}{keyE},

{rndr2,rndc2,kc}{keyM}

---

5. C - > R : {LDS,SOD}{KeyCR},

{C,PK(C)}{SK(DS)} % CERTC

---

6. R -> C : {rndr1}{keyCR}

7. C -> R : { {h(rndc1,rndr1), rndr1,rndc1}

{SK(C)} }{keyCR}
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#Specification

StrongSecret(C,kr,[R])

StrongSecret(C,kc,[R])

StrongSecret(R,kr,[C])

StrongSecret(R,kc,[C])

Aliveness(C,R)

Aliveness(R,C)

Agreement(C,R,[kr,kc])

StrongSecret(C,rndr1,[R])

#Actual variables

Chip,Reader,DSigner,Mallory : Agent

GETC : InitializeConv

LDS : DataGroups

SOD : SecurityObject

RNDR2,RNDC2,RNDM2,KR,KC,KM,RNDR1,RNDC1 : Nonce

KEYM,KEYE,KEYCR, KEYMM,KEYEM : SessionKey

InverseKeys = (KEYM,KEYM), (KEYE,KEYE),

(KEYMM,KEYMM), (KEYEM,KEYEM), (KEYCR,KEYCR)

#Functions

symbolic PK,SK

#System

INITIATOR(Reader,Chip,GETC,RNDR1,RNDR2,KR,

KEYM,KEYE,KEYCR)

RESPONDER(Chip,Reader,RNDC1,RNDC2,KC,
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KEYM,KEYE,KEYCR)

CERTAUTH(DS,C,R) knows PK,SK(DS)

#Intruder Information

Intruder = Mallory

IntruderKnowledge = {Chip,Reader,RNDM2,KM,PK,

SK(Mallory),KEYMM,KEYEM}



C
CK Model

Appendix C provides a brief description of the CK model [42]. A key-exchange proto-

col is run in a network of inter-connected parties where each party can be activated to

run an instance of the protocol called a session. A key-exchange session is a quadruple

(A,B, X, Y ) where A is the identity of the holder of the session, B the peer, X the out-

going messages in the session, and Y the incoming messages. The session (B,A, Y,X)

(if it exists) is said to be matching to the session (A,B, X, Y ). Matching sessions play

a fundamental role in the definition of security.

C.1 Attacker Model

The attacker is modeled to capture the realistic attack capabilities in open networks,

including the control of the communication links and the access to some of the secret
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information used or generated in the protocol. The attacker, denotedM, is an active

‘man-in-the-middle’ adversary with full control of the communication links between

the parties. M can intercept and modify messages sent over these links, it can delay

or prevent their delivery, inject its own messages, interweave messages from different

sessions, etc. (Formally, it is M to whom the parties hand their outgoing messages

for delivery.) M also schedules all session activations and session-message delivery. In

addition, to model the potential disclosure of secret information, the attacker is allowed

access to secret information via session exposure attacks of three types, state-reveal

queries, session-key queries, and party corruption.

State-reveal query A state-reveal query is directed at a single session while still

incomplete (before outputting the session key) and its result is that the attacker learns

the session state for that particular session (which may include, for example, the secret

exponent of an ephemeral DH value but not the long-term private key used across all

sessions at the party).

Session-key query A session-key query can be performed against an individual ses-

sion after completion and the result is that the attacker learns the corresponding session

key.

Party corruption Party corruption means that the attacker learns all the information

in the memory of that party (including the long-term private key of the party in addition

to the session states and session keys stored at the party). In addition, from the moment

a party is corrupted, all its actions may be controlled by the attacker. Indeed, note

that the knowledge of the private key allows the attacker to impersonate the party at

will.

C.2 Session Key Security

In addition to the regular actions of the attackerM against a key-exchange protocol,

it can perform a test session query. That is, at any time during its run,M is able to

choose a test session among the sessions that are completed, unexpired and unexposed

at the time. Let k be the value of the corresponding session key. We toss a coin b,
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b
R← {0, 1}. If b = 0 we we provideM with the value k. Otherwise we provideM with

a value r randomly chosen from the probability distribution of the keys generated by

this protocol. The attacker M is not allowed state-reveal queries, session-key queries

or party corruptions on the test session or its matching session. At the end of its run,

M outputs a bit b′ (its guess for b). An attacker that is allowed test session queries is

referred to as a key-exchange adversary.

Definition C.2.1. Session-key Security A key-exchange protocol is called Session-

key secure (or SK-secure) if the following properties hold for any key-exchange adver-

sary.

• The protocol satisfies the property that if two uncorrupted parties complete match-

ing sessions then they both output the same key

• the probability thatM guesses correctly the bit b (outputs b′ = b) is no more than

1/2 plus a negligible fraction ǫ in the security parameter. ǫ is called ‘advantage’.
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D
Trusted Platform Module

The Trusted Computing Group (TCG) is an organisation with representatives from

leading computer-industry companies formed to improve computer security and au-

thentication. In particular, the TCGs goals were to develop, (a) a means for authen-

ticating a system in the network and, (b) enabling the secure storage of information.

Towards this end, the TCG developed the trusted platform module (TPM) that would

handle all software and hardware-related security features, including the storage and

protection of the keys, the auditing of the surrounding hardware and software com-

ponents and the creation of the certificates of trust that can then be viewed either

remotely by the administrators or employed as part of any associated trusted pro-

cess. A proper implementation of the TPM must include a strong physical protection

(tamper-evidence and tamper-resistance) so that its contents are protected against a

physical attack.
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As implemented today, the TPM:

• checks the system integrity and the status of the hardware and software environ-

ment

• authenticates the system to the network

• enables secure storage, provides hardware-based encryption and key storage

• allows a user to take ownership with strong controls to protect privacy.

Of particular interest to us is the TPM-based authentication that uses two keys to

authenticate a platform.

• Endorsement Key The TPM consists of a unique endorsement key (EK) pair that

is built into the hardware module during manufacturing. The public part of the

EK is certified by the manufacturer and the secret part is sealed inside the TPM

and is never revealed to the outside. The EK is unique to a particular TPM and

therefore the particular platform. There are two ways to generate the EK, either

by using a specified TPM command or to ‘squirt’ an externally-generated EK

into the TPM. The trust associated with the TPM is based on the fact that EK

is unique and protected within the TPM at all times. An endorsement certificate

is issued for the public key of the EK; the purpose of the certificate is to provide

attestation that the particular TPM is genuine, that is, the EK is secure.

• Attestation Identity Key A primary function of the TPM is attestation, that

is, the TPM provides guarantees to a remote service that the platform is not

tampered with and is therefore secure. To attest, the TPM generates a second

key pair called an Attestation Identity Key (AIK). The TPM sends the AIK,

which is signed by its EK, to a trusted third party (called privacy CA) that

verifies its validity, and issues a certificate for the AIK. The host/TPM is now

able to authenticate itself with respect to the certificate. The AIKs are always

bound to the platform and, thus, can be used to provide attestation for the

platform’s identification and configuration.
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